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[1] Motion on the Atacama Fault System (AFS) in northern Chile is driven by Andean subduction zone processes. We use two approaches, observational and theoretical, to evaluate how the AFS and other forearc faults responded to coseismic stress induced by one well-studied megathrust earthquake, the 1995 $M_w = 8.1$ Antofagasta event. We use synthetic aperture radar interferometry (InSAR) to search for small-scale coseismic and postseismic deformation on individual faults. The InSAR data are ambiguous: some images show offset consistent with coseismic faulting on the Paposo segment of the AFS and others lack such signal. The fact that we do not observe the fault-like displacement in all coseismic interferograms suggests that atmospheric contamination, not tectonic deformation, is responsible for the signal. To explore the capacity of the earthquake to trigger motion on upper plate faults, we use seven published slip maps constrained by geodetic and/or seismic data to calculate static and dynamic Coulomb stress change (CSC) on faults in the Antofagasta region. The static CSC field varies between models and depends on the distribution of coseismic interplate slip. On the basis of the CSC distribution predicted by our preferred model constrained by all available data, we suggest it was unlikely that the Antofagasta earthquake directly triggered normal motion on the AFS, and the InSAR data are consistent with this null result. Field reports of normal faulting related to the earthquake may reflect recent (but not coseismic) motion or highly localized behavior not representative of the regional coseismic stress field.
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1. Introduction

The 1000 km-long Atacama Fault System (AFS) is the dominant structure of the northern Chilean forearc. Despite being the focus of several studies [e.g., Arabasz, 1971; Armijo and Thiele, 1990; Niemeyer et al., 1996; Delouis et al., 1998; González et al., 2003], important questions remain regarding the neotectonic behavior of the AFS and other upper plate structures, including their connection with the Andean subduction earthquake cycle, the recurrence interval of slip events, and their seismogenic potential. For the most part, faults in the Antofagasta region (Figure 1) demonstrate finite extension in the direction of plate convergence [Arabasz, 1971; Delouis et al., 1998; González et al., 2003]. Several mechanisms have been proposed to explain the presence of these extensional structures in a convergent margin setting, including earthquake cycle processes of interseismic flexure [González et al., 2003; Loveless et al., 2005; Loveless, 2007] and coseismic elastic rebound [Delouis et al., 1998; González et al., 2003; Loveless et al., 2005; Loveless, 2007], and longer-term effects associated with subduction erosion [Niemeyer et al., 1996; Delouis et al., 1998; von Huene and Ranero, 2003; Sallarés and Ranero, 2005]. While the primary deformation signal on these structures is east-west extension, minor reverse movement is superimposed on some faults [Loveless et al., 2006; Loveless, 2007] and in at least one case represents the most recent episode of fault motion. Despite numerous examples of fresh-appearing surface faulting inferred to reflect Quaternary deformation [Delouis et al., 1998; González et al., 2003; González and Carrizo, 2003], there exists only one definitive date on young fault activity, which constrains motion on one segment of the AFS to be younger than 424 ± 151 ka [González et al., 2006]. Local seismic studies have found little upper plate seismocitc distinctly correlated with mapped faults [Arabasz, 1971; Comte et al., 1994; Delouis et al., 1996], leaving the modern seismogenic capability of the AFS poorly understood.

We use the 30 July 1995 $M_w = 8.1$ Antofagasta, Chile earthquake as a test case for examining the relationships between crustal faults and subduction zone processes. Studies of this event have benefited from collection of GPS [Ruegg et al., 1996; Klotz et al., 1999; Chlieh et al., 2004], InSAR [Pritchard et al., 2002; Xia et al., 2003; Chlieh et al., 2004; Pritchard et al., 2006a], and geological data [Ortlieb et al., 1996; Delouis et al., 1997, 1998; Klotz et al., 1999; González et al., 2003] before and after the event, and seismic data during the earthquake and its aftershock sequence [Ruegg et al., 1996; Delouis et al., 1997; Husen et al., 1999]; these observations have provided a comprehensive suite of information used to model the rupture process and the induced deformation.

Some reports of field observations made shortly after the 1995 Antofagasta earthquake described ~20 cm of east-side-down normal fault motion on the Paposo segment of the AFS [Delouis et al., 1997, 1998; Klotz et al., 1999] and 30 cm of normal offset near the Uribe rail station along the Salar del Carmen segment of the AFS (locations shown in Figure 1) [Klotz et al., 1999]. However, other studies found no coseismically triggered faulting on the AFS or subsidiary faults [Campos et al., 1995; Ortlieb et al., 1996; Ruegg et al., 1996] and only minor surface rupture in the form of small surface cracks located near the Salar del Carmen segment as noted by González et al. [2003]. These features have been attributed to deep slip on that fault related to small aftershocks [Ruegg et al., 1996; González and Carrizo, 2003]. Husen et al. [1999] found several deep (10s of kilometers) crustal aftershocks potentially correlated with slip on the AFS but could not confirm a relationship to mapped fault traces.

The disparate observations of shallow fault slip encourage further study of the effects of the 1995 earthquake. To image the decimeter-scale normal faulting reportedly triggered by the event, we use coseismic and postseismic InSAR observations, which should be capable of detecting the small-scale vertical offsets [e.g., Bürgmann et al., 2000] proposed by Delouis et al. [1997, 1998] and Klotz et al. [1999]. However, because the putative slip occurred along a ~200 m high fault scarp, InSAR observations are complicated by the presence of atmospheric water vapor, which shows a spatial correlation with the underlying topography. The radar signal is delayed by moisture as it propagates through the troposphere [e.g., Hanssen, 2001], introducing signals resembling fault offset into the interferograms. We analyze the atmospheric water vapor measured by the satellite-based MODIS sensor and consider the patterns of spatial and temporal variability in moisture content in our interpretation of the InSAR observations.

In addition to the remote sensing observations, we use seven published slip maps [Delouis et al.,
1997; Ihmlé and Ruegg, 1997; Klotz et al., 1999; Pritchard et al., 2002; Xia et al., 2003; Pritchard et al., 2006a] to calculate Coulomb stress change (CSC) on the AFS and other upper plate faults in order to explore the capacity of the 1995 earthquake for triggering slip on forearc structures. The neotectonic observations of normal and reverse motion indicate that upper plate faults slip in response to both compressional and tensional stress fields. Given the small magnitude of CSC induced by the subduction earthquake cycle, the level of stress on forearc fault zones must be very low in order to allow different senses of slip in response to these minor stress perturbations [e.g., Fialko et al., 2002].

2. InSAR Observations

In order to investigate further any small-scale deformation caused by the Antofagasta earthquake, we examine 6 coseismic and 19 postseismic interferograms constructed from scenes collected along ERS track 96 (Table 1; Figures 2 and 3). We processed the data using the publicly available Caltech/JPL ROI PAC [Rosen et al., 2004] software and a digital elevation model (DEM) from the Shuttle Radar Topography Mission (SRTM), interpolated from 90 m per pixel resolution to 30 m resolution [Pritchard et al., 2006b], to remove the topographic contribution to the radar-imaged displacement field. We used the algorithm of Chen and Zebker [2001] to unwrap the interferograms and analyzed the line-of-sight (LOS) displacement field at 30 m resolution. We focus on the Paposo segment of the AFS, where field evidence for coseismically triggered normal faulting was reported [Delouis et al., 1997, 1998; Klotz et al., 1999]. We take swath-averaged profiles across the fault scarp in several locations along strike to detect abrupt variations in the LOS displacement that could mark an instance of coseismic surface rupture. The steep incidence angle of the ERS satellites (24° off nadir at the Paposo fault site) means that InSAR is most sensitive to the vertical component of the displacement field, making it an appropriate technique for examining dip-slip displacement on steeply inclined faults.

Delouis et al. [1997, 1998] noted that the Paposo segment surface rupture they observed 3 weeks after the Antofagasta earthquake was not present in April 1995, implying that the rupture was generated as a response to the mainshock. Therefore, at least five of the six coseismic interferograms that we analyze should contain a signal of the surface rupture. One postearthquake SAR scene used in the first coseismic interferogram listed in Table 1 was acquired about 8 h after the mainshock. Given that the field observations can only constrain the time of formation of the surface break to be before mid-August when the field survey was carried out, this interferogram does not necessarily span the scarp formation. For all other coseismic interferograms, we expect abrupt gradients in the LOS displacement across the scarp to include effects of the reported 20 cm vertical surface offset. We expect negligible tectonic signal to be present in profiles taken across the scarp in all
Figure 2. (a) Wrapped coseismic interferogram using SAR acquisitions on 8 October 1995 and 16 April 1995. Arrows show position of abrupt phase offset at the Paposo fault scarp. (b) Unwrapped interferogram. Parallel black lines show the locations of profiles. The effect of the main coseismic signal has been removed by subtracting the best-fitting quadratic ramp from the interferogram [e.g., Pritchard et al., 2002]. (c) Profile data taken across the Paposo scarp on the unwrapped interferogram. Red, blue, and green lines represent the maximum, mean, and minimum LOS displacement values encountered along the profile lines, and black line shows elevations from SRTM topography. The abrupt LOS offset located at the fault scarp has an east-side-up appearance and is of magnitude 0.6 cm. (d) Wrapped coseismic interferograms using scenes collected on 13 July 1997 and 16 April 1995. Arrows show position of the Paposo scarp, yet fringes are not offset. (e) Unwrapped interferogram (with quadratic ramp removed as in Figure 2b), confirming the lack of distinct phase offset across the scarp. (f) Profiles taken across the Paposo scarp at the same location as those in Figure 2c.
Figure 2. (continued)
Figure 3
of the postseismic interferograms, with the possible exception of those that use the 30 July 1995 scene, which may contain a tectonic signal depending on the actual time of surface rupture.

2.1. MODIS Data Analysis

As the SAR signal propagates through the troposphere, precipitable water vapor (PWV) causes delay of the signal phase [e.g., Hanssen, 2001]. Though the Antofagasta region lies within the hyperarid Atacama Desert, PWV, primarily in the form of coastal fog, can introduce errors into interferograms. PWV is frequently correlated with topography, as fog is typically concentrated in valleys more so than on hilltops, thus examination of LOS displacements across variable terrain requires consideration of the radar signal delay due to tropospheric effects. In order to investigate contamination of the InSAR signal, we examine all available PWV data from the Moderate-Resolution Imaging Spectroradiometer (MODIS-Terra) for the region between 2000 and early 2007. Two characteristics of these data limit their direct applicability to our InSAR analyses. First, the MODIS and SAR data collections do not coincide temporally. With the exception of one SAR scene (6 March 2000), all of our interferometric data were collected before launch of the Terra satellite, which carries a MODIS sensor. Therefore, we use MODIS data to examine daily and seasonal fluctuations in PWV and extrapolate these patterns backwards in time to explore the potential contamination of the InSAR data by PWV. All MODIS and ERS data were collected around the same time of day (between 1400 and 1600 UTC), which is serendipitous.
considering the significant variability in the density of fog throughout a given day.

[10] A second shortcoming of the MODIS data is that the spatial resolution of the measurements (1 km pixel spacing) is far lower than that of the derived interferograms (30 m spacing). This hinders our ability to directly correlate small-scale gradients in the LOS displacement field with abrupt changes in the PWV content. The resolution of the MODIS data is, however, sufficient to detect changes in PWV across scarps of the AFS, and so despite the temporal and spatial limitations, we use the MODIS data to place some constraints on the potential PWV errors in the SAR interferograms.

[11] Because we are interested in using InSAR to detect whether or not upper plate faults experienced slip triggered by the Antofagasta earthquake, we examine profiles of PWV signal delay across the Paposo fault scarp. We extract the PWV content along the profiles for all MODIS data collected within the 15 day window centered on the day-of-year of each SAR acquisition used in the interferometry to constrain the seasonality of the PWV content. For example, MODIS data collected between 23 July and 6 August in 2000–2006 are used to approximate the PWV distribution at the time of acquisition of the 30 July 1995 SAR image. On the basis of analysis of PWV data over various time periods, we elected to use the 15 day window to capture both the seasonal and intraperiod variability in the data. Figure 4 shows the mean and standard deviation of the maximum difference in PWV (ΔPWV) across the Paposo scarp for periods of 7, 15, and 30 days throughout the year. The sign convention of ΔPWV is such that positive values of ΔPWV indicate PWV content greater in the valley adjacent to the scarp than above the scarp itself. We calculated ΔPWV across the scarp for all MODIS acquisitions for all days within a given time period. The weekly (7 day) periods show short-wavelength fluctuations in both the means and standard deviations (Figure 4a). The 15 day periods capture much of the inter-period variability (Figure 4b) but are not subject to as much noise as the weekly time windows. The monthly (30 day) periods (Figure 4c) show only a smoothly varying seasonal trend in ΔPWV that does not reflect some of the shorter-wavelength changes shown by the weekly and twice monthly calculations. In all cases, the standard deviations are large compared to the magnitude of ΔPWV, demonstrating the significant daily variation of moisture content.

[12] For each interferometric pair, we calculate a histogram showing the frequency of phase delay magnitudes (Figure 5). These histograms indicate the likelihood that an observed offset in LOS displacement across a fault scarp can be explained solely by the phase delay resulting from propagation of the radar signal through the PWV in the troposphere. To prepare these histograms, we converted the MODIS-measured PWV to magnitude of LOS radar phase delay using the equation [e.g., Hanssen, 2001; Pavez et al., 2006]

\[
\phi_v = \frac{\pi}{\lambda} \frac{\Delta PWV \times 4\pi}{\cos \theta},
\]

where \(\phi_v\) is the phase delay induced by 1 mm of PWV in the troposphere, \(\Pi\) is a constant (\(~0.15\) [Bevis et al., 1996]), \(\lambda\) is the radar wavelength (56.56 mm for ERS-1 and -2 data), and \(\theta\) is the radar incidence angle in degrees from vertical (24° for ERS-1 and -2 data at the Paposo scarp). Each \(\phi_v\) profile within the 15 day window encompassing the first SAR image in an interferometric pair is subtracted from the \(\phi_v\) profiles taken across the data collected within the 15 day window of the second SAR image, resulting in a differenced profile of \(\Delta \phi_v\) values. The frequency distribution of the maximum range of \(\Delta \phi_v\) values in each differenced profile (converted from radians to centimeters to facilitate comparison with the LOS measurements) is represented by the histograms (Figure 5), with positive range values indicating \(\Delta \phi_v\) that are greater in the east than in the west of the profile.

3. InSAR and MODIS Interpretation

[13] On the basis of our analyses of the coseismic and postseismic InSAR data, we conclude that the reported normal fault offset at the Paposo segment of the AFS is not imageable using available satellite geodesy. Although some coseismic interferograms show an apparent offset across the fault (Figures 2a–2c), several lines of evidence led us to conclude that the signal is more likely to result from errors in the interferogram than from tectonic deformation:

[14] 1. The apparent offset signal is not present in all coseismic interferograms (e.g., Figures 2d–2f and low-magnitude signals in Figure 6). Furthermore, some postseismic interferograms, which we expect to contain no signal of upper plate faulting, show LOS displacement gradients across the scarp.
that are either positively and negatively correlated with topography (Figures 3b and 3d and Figure 6).

2. The apparent offset in LOS occurs along more than 20 km of the fault scarp (Figures 2a and 2b), whereas the reported coseismic scarp was only several hundred meters long [Delouis et al., 1997, 1998]. The extent of the surface rupture does not necessarily reflect the region affected by upper plate faulting: buried (nonsurface breaking) slip on the Paposo segment may have produced centimeter-scale deflections of the surface for several kilometers along strike on either side of the surface scarp bounds. However, if this were the case, we would expect the InSAR data to show an approximately elliptical along-strike distance-displacement profile [e.g., Dawers et al., 1993], presumably centered about the reported 20 cm vertical offset. Profiles taken across the scarp show approximately the same magnitude of phase offset regardless of position along strike.

3. The magnitude of the LOS displacement offset is on the order of 1–3 cm (Figures 2c and 6),
which can be explained solely by the variation in PWV content across the scarp (Figure 5).

4. The symmetry of the PWV histograms indicates that positive and negative correlation between PWV-influenced LOS displacement and topography are more or less equally likely to occur, which can explain both the apparent west-side-up and east-side-up patterns of displacement across the scarp seen in the postseismic images (Figures 3 and 6). Negligible displacement gradients across the scarp (e.g., Figures 2d–2f and small magnitude offsets of Figure 6) indicate more spatially homogeneous tropospheric conditions at the times of both SAR scene acquisitions.

[18] In low relief areas, interferometric correlation can be used to determine the extent to which the radar scattering properties of the surface have changed between the SAR scene acquisitions as a result of tectonic and other disturbances [e.g., Zebker and Villasenor, 1992; Fielding et al., 2005]. In the regions affected by the Hector Mine and Bam earthquakes, linear traces of decorrelated
pixels in the interferograms coincide with mapped surface ruptures, thereby providing a spatially complete view of the extent of ground deformation caused by the events [Simons et al., 2002; Fielding et al., 2005]. In areas of high relief, the viewing geometries between the satellite and ground surface are slightly different in each SAR scene, which can contribute a baseline-dependent geometric decrease in correlation [e.g., Zebker and Villasenor, 1992; Fielding et al., 2005]. The fault scarps of the Antofagasta region are characterized by steep topographic slopes, which in most of the coseismic and postseismic interferograms are highlighted by linear traces of low correlation, even in interferograms with baselines 40 m or less (Table 1). Because the reported surface rupture associated with the Antofagasta earthquake lies along the Paposo fault scarp [Delouis et al., 1997, 1998], any decorrelation caused by the rupture itself may be masked by the larger field of decorrelation resulting from the steep topography.

4. Modeling Coulomb Stress Change

Although we are unable to conclusively document any triggered fault slip using the available InSAR data, we take a theoretical approach to assess the shallow stress field induced by the earthquake. We calculate the upper plate coseismic Coulomb stress change (CSC) in the Antofagasta region using seven published maps of coseismic slip on the subduction thrust [Delouis et al., 1997; Ihmle and Ruegg, 1997; Klotz et al., 1999; Pritchard et al., 2002; Xia et al., 2003; Pritchard et al., 2006a]. The slip maps vary significantly in geometry and slip distribution (Table 2 and Figure 7). In models 1, 3, and 5, we relied on digitization of published slip maps, and for models 2, 4, 6, and 7 we used the exact published slip distributions in the calculations. Interpolating the irregularly spaced slip maps (models 1, 3, and 4) onto regularly spaced grids of smaller fault patches, as shown in Figure 7, results in variation in the CSC predictions, but similar smoothing of the already regu-

### Table 1. InSAR Data Used in This Study

<table>
<thead>
<tr>
<th>Image 1</th>
<th>Image 2</th>
<th>(B_{\perp, m}^\text{b} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 Apr 1995</td>
<td>30 Jul 1995</td>
<td>200</td>
</tr>
<tr>
<td>16 Apr 1995</td>
<td>8 Oct 1995</td>
<td>120</td>
</tr>
<tr>
<td>8 May 1992</td>
<td>9 Oct 1995</td>
<td>50</td>
</tr>
<tr>
<td>19 Nov 1993</td>
<td>1 Apr 1996</td>
<td>240</td>
</tr>
<tr>
<td>16 Apr 1995</td>
<td>13 Oct 1997</td>
<td>20</td>
</tr>
<tr>
<td>19 Nov 1993</td>
<td>17 Nov 1997</td>
<td>90</td>
</tr>
<tr>
<td>12 Oct 1997</td>
<td>30 Jul 1995</td>
<td>60</td>
</tr>
<tr>
<td>31 Mar 1996</td>
<td>2 Dec 1996</td>
<td>60</td>
</tr>
<tr>
<td>1 Apr 1996</td>
<td>2 Dec 1996</td>
<td>60</td>
</tr>
<tr>
<td>31 Mar 1996</td>
<td>21 Apr 1997</td>
<td>90</td>
</tr>
<tr>
<td>1 Apr 1996</td>
<td>21 Apr 1997</td>
<td>100</td>
</tr>
<tr>
<td>2 Dec 1996</td>
<td>21 Apr 1997</td>
<td>40</td>
</tr>
<tr>
<td>12 Oct 1997</td>
<td>17 Nov 1997</td>
<td>460</td>
</tr>
<tr>
<td>30 Jul 1995</td>
<td>7 Dec 1998</td>
<td>230</td>
</tr>
<tr>
<td>17 Nov 1997</td>
<td>7 Dec 1998</td>
<td>310</td>
</tr>
<tr>
<td>30 Jul 1995</td>
<td>31 May 1999</td>
<td>310</td>
</tr>
<tr>
<td>8 Oct 1995</td>
<td>31 May 1999</td>
<td>10</td>
</tr>
<tr>
<td>13 Oct 1997</td>
<td>31 May 1999</td>
<td>80</td>
</tr>
<tr>
<td>30 Jul 1995</td>
<td>6 Mar 2000</td>
<td>290</td>
</tr>
<tr>
<td>1 Apr 1996</td>
<td>6 Mar 2000</td>
<td>160</td>
</tr>
<tr>
<td>13 Oct 1997</td>
<td>6 Mar 2000</td>
<td>520</td>
</tr>
<tr>
<td>17 Nov 1997</td>
<td>6 Mar 2000</td>
<td>250</td>
</tr>
<tr>
<td>7 Dec 1998</td>
<td>6 Mar 2000</td>
<td>70</td>
</tr>
</tbody>
</table>

\(a^\text{a} \) All images are from ERS track 96.

\(b^\text{b} \) \(B_{\perp, m} \) is the perpendicular baseline between the two images used to create each interferogram.

### Table 2. Coulomb Stress Change Modeling Parameters

<table>
<thead>
<tr>
<th>Model</th>
<th>Data Used</th>
<th>Length (km)</th>
<th>Width (km)</th>
<th>Depth Range (km)</th>
<th>Number of Patches</th>
<th>Mean Dip(^\text{b})</th>
<th>Mean Rake(^\text{b})</th>
<th>Moment(^\text{c}) (10(^{10}) m(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Body wave</td>
<td>193</td>
<td>81</td>
<td>15–41</td>
<td>18</td>
<td>18.1(^\circ)</td>
<td>102(^\circ)</td>
<td>3.29</td>
</tr>
<tr>
<td>2</td>
<td>GPS</td>
<td>400</td>
<td>200</td>
<td>0–72</td>
<td>150</td>
<td>21.1(^\circ)</td>
<td>107(^\circ)</td>
<td>4.74</td>
</tr>
<tr>
<td>3</td>
<td>InSAR, GPS</td>
<td>195</td>
<td>115</td>
<td>9–42</td>
<td>9</td>
<td>16.9(^\circ)</td>
<td>117(^\circ)</td>
<td>4.10</td>
</tr>
<tr>
<td>4</td>
<td>InSAR, GPS</td>
<td>647</td>
<td>212</td>
<td>0–39</td>
<td>41</td>
<td>21.4(^\circ)</td>
<td>119(^\circ)</td>
<td>7.28</td>
</tr>
<tr>
<td>5</td>
<td>Surface wave, GPS</td>
<td>195</td>
<td>75</td>
<td>12–39</td>
<td>65</td>
<td>21.3(^\circ)</td>
<td>102(^\circ)</td>
<td>4.91</td>
</tr>
<tr>
<td>6</td>
<td>InSAR, GPS</td>
<td>260</td>
<td>160</td>
<td>5–59</td>
<td>416</td>
<td>20.3(^\circ)</td>
<td>107(^\circ)</td>
<td>3.75</td>
</tr>
<tr>
<td>7</td>
<td>InSAR, GPS, Body wave</td>
<td>260</td>
<td>160</td>
<td>5–59</td>
<td>416</td>
<td>20.3(^\circ)</td>
<td>105(^\circ)</td>
<td>3.92</td>
</tr>
</tbody>
</table>


\(b^\text{b} \) Mean values are weighted by slip magnitude.

\(c^\text{c} \) Geometric moment (sum of fault patch areas times slips) is reported.
larly spaced slip distributions (models 2, 5, 6, and 7) does not have a substantial impact on the CSC. Though the interpolated slip maps produce a smoother distribution of CSC, we consider only the original, published slip maps, as they represent the models that best fit the data used as constraint.

The CSC resulting from a tectonic perturbation is defined as

\[ \text{CSC} = \Delta \tau - \mu' \Delta \sigma_n \]  

(2)

where \( \Delta \tau \) is the change in shear stress on a surface of prescribed orientation, \( \mu' \) is the effective coefficient of friction, and \( \Delta \sigma_n \) is the change in normal stress across the defined surface [King et al., 1994; Beeler et al., 2000; Toda and Stein, 2002]. The maps of CSC presented in Figure 8 represent the changes in Coulomb stress resolved onto fault planes striking N10°E, approximately parallel to the northern Chilean coastline, dipping 80°E with a slip vector of rake –100° (positive counterclockwise from the strike direction). This orientation and slip sense are broadly consistent with fault kinematic data collected in the Antofagasta region [Delouis et al., 1998; González et al., 2003]. We calculate the coseismic stress tensor using a three-dimensional boundary element code (Poly3D) [Thomas, 1993] incorporating discontinuities within a homogenous elastic half-space (characterized by a shear modulus of 30 GPa and Poisson’s ratio, \( \nu \), of 0.25) in order to examine the interaction between the subduction zone earth-

Figure 7. (a) Location map of region affected by the 1995 Antofagasta earthquake. Select upper plate faults (Papo: Paposo, Colo: Coloso, SdC: Salar del Carmen, Fort: Fortuna, Mj: Mejillones, Hr: Caleta Herradura) considered in the boundary element models are shown as black lines in all figures. Focal mechanism is from Harvard CMT catalog. (b–h) Slip distributions, expressed in meters, used as input for the Coulomb stress modeling. Slip distributions for models 1, 3, and 5 were digitized from the publications referenced in Table 2, while exact slip distributions were used for models 2, 4, 6, and 7. All slip maps shown here have been interpolated on a 10 km grid, but the original slip distributions were used in the Coulomb stress calculations. Lines on land show positions of faults, as identified in Figure 7a. Position of trench (west) and 50 km Wadati-Benioff zone contour (east) from Cahill and Isacks [1992] are shown as dashed lines and vary to different degrees from the subduction zone geometry assumed in each of the models.
quake and upper plate faults. We then convert the stress tensor into values of CSC by rotating the tensor into a coordinate system whose three axes are parallel to the slip vector and fault plane, perpendicular to the slip vector and parallel to the fault plane, and normal to the specified fault plane. All CSC calculations were carried out at a depth of 1 km, with $\mu' = 0.4$, following previous studies of static CSC [King et al., 1994; Toda et al., 1998; Toda and Stein, 2002; Lin and Stein, 2004]. Changes in the depth ($0 \leq z \leq 3$ km), $\mu'$ value ($0 \leq \mu' \leq 0.6$), Poisson’s ratio ($0.25 \leq \nu < 0.5$), or receiver fault geometry ($-10^\circ \leq$ strike $\leq 30^\circ$, $65^\circ \leq$ dip $\leq 85^\circ$) and rake ($-110^\circ \leq$ rake $\leq -90^\circ$) do not substantially affect the overall patterns of CSC. Additionally, calculations made in a layered elastic half-space based on the velocity model of Husen et al. [1999] do not differ notably from those in the homogenous half-space; the results using the latter are presented here. Finally, expressing the CSC as

$$CSC' = \Delta \tau - \mu(\Delta \sigma - B \Delta \sigma),$$

where $\mu$ is a laboratory value of dry friction (0.7) [Byerlee, 1978], $B$ is Skempton’s coefficient, taken to be 0.5 [Beeler et al., 2000, and references therein], and $\Delta \sigma$ is the mean stress ($\Delta \sigma = \sigma_{kk}/3$ for $k = 1, 2, 3$), i.e., where the friction term is a function of spatially variable mean stress and pore pressure [Beeler et al., 2000], produces similar patterns of coseismic stress change. We show and discuss results as calculated using equation (2) throughout the paper.

Figure 8. (a) Location map of region affected by the 1995 Antofagasta earthquake as in Figure 7a. (b–h) Results of the Coulomb stress change (CSC) modeling. CSC is calculated at a depth of 1 km on planes striking $010^\circ$, dipping $80^\circ$E, with a slip vector of $-100^\circ$. Models 1, 3, 4, and 5 show outlines of the fault patches used in the calculation of Coulomb stress. For model 2, the parallel lines show the down-dip extents of the fault, with the along-strike extents lying outside of the figure bounds at $25.8^\circ$ and $21.8^\circ$S; the CSC was calculated using the exact slip distribution of Klotz et al. [1999]. Contours of slip magnitude are shown for models 6 and 7 (contour interval is 1 m).
The sign convention adopted is such that positive CSC increases the likelihood of failure in the direction of the specified rake. Conversely, a negative CSC decreases the chances of normal rupture on these faults and may even encourage movement in a direction opposite the specified vector if the existing stress level on the fault is sufficiently low. Several studies [e.g., Toda et al., 1998; Toda and Stein, 2002; Lin and Stein, 2004] have demonstrated that earthquake aftershocks generally are concentrated in regions of positive CSC, while the rate of seismicity tends to decrease in stress shadows (areas of negative CSC) generated by a large event. No aftershocks of the Antofagasta earthquake have been definitively correlated with the reported rupture on the Paposo or Salar del Carmen segments [Delouis et al., 1997, 1998], but we assume that any coseismic normal surface rupture should lie within a region in which positive CSC is predicted at shallow depths.

5. Modeling Results

Figure 8 shows the results of the CSC modeling. Models 1–4 show increases in Coulomb stress along the Paposo segment of the AFS (labeled “Papo” in Figure 8a) and models 5–7 show zero or negative CSC along this fault, where Delouis et al. [1997, 1998] suggest 20 cm of coseismic normal faulting. The Coloso fault (Colo), located just north of the Paposo segment, experienced positive CSC according to models 1–5 but was affected by negative CSC in models 6 and 7. Most if not all of the Mejillones Peninsula, on which several normal faults are located, experienced a Coulomb stress decrease according to all models. Likewise, all models predict negative CSC along the Fortuna (Fort) fault and Salar del Carmen segment (SdC) of the AFS, although the southern extreme of this segment lies within a region of Coulomb stress increase in models 1–3.

In addition to performing a calculation of CSC on fault planes of the specified orientation with the specified slip vector, which is meant to approximate the fault slip data collected in the field, we also calculated the rake on the specific faults identified in Figure 8a that maximizes the increase in Coulomb stress. That is, we solved for the direction of slip most likely induced by the coseismic forcing. At the northern end of the Paposo segment (diamond marked “P” in Figure 8a), where pure normal rupture was reported by Delouis et al. [1997, 1998], only model 2 predicts normal motion as the optimal slip direction (rake of $-82^\circ$, Table 3). Normal/left-lateral motion is suggested by models 1, 4, and 5, while models 3 and 5–7 predict left-lateral to reverse motion as the most likely sense of slip (Table 3), which is inconsistent with the field reports. At the Uribe rail station (“U” in Figure 8a), where Klotz et al. [1999] reported 30 cm of normal fault offset, left-lateral motion, with a small component of reverse faulting, is predicted as the optimal type of failure by all models (Table 3).

6. Discussion

6.1. Effects of Slip Distribution

Differences in the predicted upper-plate CSC result from differences in the data used as con-
strait as well as the modeling strategy employed to estimate the slip distribution. Models 1–4 show broadly distributed slip of low to moderate magnitude (maximum 3–4 m), whereas models 5–7 show a concentration of greater magnitude slip (6–7 m) near the center of their model fault (Figure 7). This variation translates into different patterns of predicted CSC: broad slip models show a continuous zone of positive CSC across the forearc, whereas more concentrated slip results in a zone of zero to negative CSC in the coastal area where upper plate normal faults are concentrated (Figure 8). We discuss these differences in more detail in Appendix A.

6.2. Role of Dynamic Coulomb Stress Changes

[25] Figure 8 and section 5 illustrate the static CSC induced by the Antofagasta earthquake. Dynamic Coulomb stress changes (DCSC) describe the change in CSC throughout the rupture period and depend on both the spatial and temporal evolution of slip [Kilb et al., 2002]. To compare the static and dynamic stress fields, we calculate DCSC using the method of Cotton and Coutant [1997], the coseismic slip map based on the joint inversion of Pritchard et al. [2006a] (model 7), and the layered elastic 1-D velocity model of Husen et al. [1999]. We calculate CSC at 0.5 second intervals for the first 100 s of rupture, using the same depth, friction, and receiver fault parameters as those presented in section 4. Figure 9a shows the peak DCSC, calculated by taking the mean of the 10 greatest magnitude values of DCSC through the time series. This approach was taken to smooth the plot of DCSC; the unsmoothed version using the true maximum DCSC shows a similar albeit rougher distribution of peak DCSC with magnitude up to 2.7 MPa (compared to the maximum of 1.4 MPa for the averaged version). In order to validate the DCSC model, we calculate from it the approximate static CSC by taking the mean DCSC value over seconds 120–200 of the stress change record (Figure 9b). The distribution of static CSC calculated in this way is reasonably similar to that shown in Figure 8h.

[26] DCSC does not affect the final state of stress on a particular fault; dynamically triggered deformation results from a change in the physical properties of the fault zone and/or its surroundings [Kilb et al., 2002]. Thus, normal faulting triggered by dynamic stress may happen during the earthquake rupture, or following the rupture as a result of the altered physical properties. The latter mechanism of deformation may explain the coseismic surface cracks that formed nearly parallel to the Salar del Carmen segment of the AFS [González et al., 2003]. This locality is anomalous in that vegetation is relatively dense and the water table is nearer the surface than it is throughout much of the Antofagasta region (D. Carrizo, personal communication, 2004). Therefore, dynamic stress waves through this region may have exploited the unique physical properties of the soil and/or caused fluctuations in pore fluid pressure to cause open cracking. The strike of cracks parallel to the local orientation of the AFS suggests that the fault influenced crack formation by defining a preexisting weak zone and/or guiding stress waves along a trajectory appropriate for opening surface cracks, though this effect is not considered in our dynamic stress model.

6.3. End-Member Interpretations of InSAR Observations

[27] The lines of evidence presented in section 3 indicate that the offsets seen in the LOS profiles of the coseismic and postseismic InSAR data likely result from atmospheric contamination of the radar signal, not tectonic surface deformation. The symmetry of the PWV range histograms (Figure 5; section 3) shows that the phase delay caused by tropospheric PWV is equally likely to produce an east-side-up offset of the SAR signal across topography as a west-side-up signal. Therefore, it is possible that any LOS offset in the interferograms could result from a convolution of true surface offset and the effects of PWV. In other words, all apparent offsets seen in the coseismic InSAR data may represent the combined effects of surface faulting and PWV delay, and the lack of LOS offset in some coseismic interferograms, such as that shown in Figures 2d–2f, may result from a tectonic signal being “erased” by the appropriate opposite PWV delay pattern.

[28] The maximum LOS offset across the Paposo fault that we observe in any coseismic interferogram is ~3 cm (Figure 6), while Delouis et al. [1997, 1998] report 20 cm of vertical displacement. These disparate measurements are not necessarily contradictory: the field observations were presumably made at the location of the scarp, while InSAR measures offsets over a length scale of one or more pixels (i.e., 30 m in the case of our derived products). Assuming that the surface displacement field associated with the scarp decays
from 20 cm to 3 cm over a distance of 1–3 pixels (30–90 m), we can place constraints on the depth to which the fault experienced triggered slip. To do so, we use a simple two-dimensional elastic dislocation model to calculate the vertical displacement field resulting from 20 cm of slip on a surface-breaking fault dipping 70°E. Vertical offset is 20 cm at the fault and decays smoothly with distance from the fault (Figure 10). We hold the fault dip and applied slip constant and vary the downdip extent of faulting. We calculate the maximum vertical offset at distances of 30, 60, and 90 m from the fault, corresponding to the difference in LOS at spacing 1, 2, and 3 pixels apart. In order to agree with both the end-member interpretation of the InSAR observations and the field reports, the line-of-sight displacement must be 3 cm at a distance of a few pixels away from the fault. We find that the required downdip extent of faulting is just 25–50 m, which results in offset of 7–12, 2–7, and 0.7–3.7 cm at distances 30, 60, and 90 m from the fault (Figure 10). If taken at face value, this end-member interpretation of the InSAR data suggests that recent surface ruptures on forearc faults reflect deformation restricted to very shallow levels, which further justifies our calculation of CSC near the surface. However, as discussed in section 3, we instead interpret the lack of consistent sign and magnitude of offset signal across the fault in the coseismic and postseismic interferograms as indication that no surface rupture can be imaged using the currently available data.

6.4. Implications for Normal Fault Evolution

The lack of consistency between the static CSC predicted by the best constrained models (5–7), the InSAR observations, and the reported examples of coseismic fault slip indicates that the static stress changes associated with the 1995 Antofagasta earthquake cannot explain the putative surface faulting attributed to the event. Peak DCSC is everywhere positive and is thus a plausible mechanism for triggering normal slip, but there is no clear relationship between the distribution of DCSC and the localities of reported coseismic faulting.

The majority of young normal fault scarps in the coastal region of northern Chile lie within the negligible to negative CSC predicted by the slip distribution models that are constructed by inversion of multiple constraints from seismic and/or geodetic data (models 5–7). Furthermore, models that predict positive CSC (models 1–4 and peak DCSC) for the coastal region south of Antofagasta
show a “saddle” pattern of Coulomb stress increase: areas just offshore and in the eastern part of the Coastal Cordillera lie within zones of CSC of greater magnitude than the changes predicted for the coastal region where faults are mapped. Numerous north-south striking normal faults have been imaged offshore and are thought to result from gravitational instability caused by tectonic erosion at the subduction trench [von Huene and Ranero, 2003; Sallàs and Ranero, 2005]. However, models resolving the coseismic CSC onto planes dipping 30°W, consistent with the low-angle nature of these faults as seen in seismic reflection data [von Huene and Ranero, 2003; Sallàs and Ranero, 2005], also show a maximum increase in Coulomb stress in offshore regions at ~23.75–24.5° S latitude, suggesting that coseismic stress may be superimposed on the long term gravitational stress field to induce movement on these structures.

The fact that the majority of onshore normal faults around Antofagasta lie within regions of near zero to negative CSC (models 5–7) or in the low magnitude part of the “saddle” of Coulomb stress increases (models 1–4) argues against coseismic static stress change being the sole cause of extensional failure. Delouis et al. [1998] present a model in which Coulomb stress on normal faults is reduced by interseismic contraction and increased by subduction earthquakes, and when a Coulomb failure stress is reached following several subduction earthquake cycles, rupture will occur. Models of interseismic deformation [Loveless, 2007] indicate that Coulomb stress is increased due to flexural stresses, while the coseismic models presented here indicate that stress may then be increased or decreased during a subduction earthquake depending on the distribution of coseismic slip. Thus, normal fault slip may occur during the interseismic period of the subduction earthquake cycle or exclusively when triggered by coseismic increases in Coulomb stress [Loveless, 2007].

Reverse slip may be encouraged coseismically on faults lying within a zone of negative CSC. Minor reverse slip has occurred on the Salar del Carmen and Paposo segments [Loveless et al., 2006; Loveless, 2007], and the CSC models presented here provide a mechanism for this style of deformation. For a fault to reverse its long-term sense of motion in response to the low-magnitude stress change induced by a subduction zone earthquake, the level of existing stress on the fault must be minute. This may indicate that the slipping zone is weak, characterized by a low coefficient of friction, high fluid pressure, and/or reduced rigidity of the fault zone [e.g., Fialko et al., 2002].

7. Conclusions

This paper has provided some constraints on the neotectonic behavior of the AFS and other upper plate structures, but some mysteries remain. Previous field work had suggested that the AFS slipped in a normal sense as a result of static CSC caused by the 1995 $M_w = 8.1$ Antofagasta subduction zone earthquake [Delouis et al., 1998]. Our work reveals that the impact of the static CSC from the Antofagasta earthquake on the AFS is sensitive to the coseismic slip distribution, but the static CSC calculated with our favored slip model inhibited the putative motion on the AFS. If the AFS did move in a normal sense as a result of the 1995 earthquake, it could have been triggered by the dynamic CSC. Since the existence of fault motion triggered by the 1995 earthquake is controversial, we attempted to use InSAR observations to settle the debate. After analysis of 24 interferograms and satellite observations of the variability of water vapor in the atmosphere near the AFS, we conclude that we can not resolve the question with the available data. Instead, we suggest that care must be taken when using InSAR to interpret small-scale fault slip, particularly in regions of high topographic relief [e.g., Wright et al., 2001; Fialko et al., 2002].

Simultaneous measurement of PWV with SAR acquisitions, as done by the MERIS instrument on board the ENVISAT satellite, can be used to correct SAR measurements for the effects of water vapor [e.g., Li et al., 2006]. However, the coarse resolution of MERIS data, as well as low accuracy in high-relief areas, limits their applicability to InSAR-based studies of small-scale deformation such as ours.

In a larger sense, our work supports the conclusion of Delouis et al. [1998] that the subduction zone earthquake cycle plays an important role in driving motion on the upper plate faults of the northern Chilean forearc. New field observations of the Paposo and Salar del Carmen segments of the AFS indicate that while the dominant accumulated sense of slip is normal, there is also evidence for minor reverse activation [Loveless, 2007]. The normal motion could be encouraged by several processes including interseismic flexure [Loveless, 2007] and dynamic CSC from subduction zone earthquakes. The reverse motion could be induced by the static CSC from earthquakes similar...
Figure A1. Perspective view demonstrating the Gaussian surface fitting. All plots show the spatial distribution of coseismic slip on the subduction thrust, with the $x$ and $y$ axes representing the downdip and along-strike position, respectively, of a given fault element, and the $z$-axis showing the slip magnitude. (a) Original slip map of model 6. (b) Best-fit Gaussian slipmap for parent model 6. (c) Gaussian slipmap that produces continuous, positive CSC throughout the coastal region. (d) Synthetic model with reduced curvature as compared to Figure A1b, yet still produces a zone of negative CSC near the coast. Parameters for Figures A1b, A1c, and A1d are given in Table A1 (models S4–6). The color scale applies to all diagrams. See text for more details about the procedure.
**Figure A1.** (continued)
to the 1995 event. In any case, this oscillating fault motion suggested by the field work and stress modeling indicates a low state of absolute stress in the near-surface regions of the upper plate fault zones, allowing slip to occur in either direction in response to stress applied by the subduction earthquake cycle.

### Appendix A

[35] To examine the link between the concentration of slip and the resulting near-surface stress field, we create synthetic slip maps that approximate the slip distribution of one model from each of the two groups (models 2 and 6). These two models were qualitatively judged to feature the smoothest varying slip distributions, which we approximate with a Gaussian surface (Figure A1). We define the Gaussian slip distribution using the equation

\[
u = a \exp \left( -\frac{(x - b_x)^2}{2c_x} - \frac{(y - b_y)^2}{2c_y} \right)\]

(A1)

where \(u\) is the synthetic slip magnitude, \(x\) and \(y\) are the down-dip and along-strike center coordinates of fault patches, \(a\) is the maximum slip magnitude of the parent model, \(b_i (i = x, y)\) are the coordinate locations of the maximum slip value (relative to the southwest corner of the slipmap), and \(c_i\) describe the curvature of the Gaussian surface. We first use a grid search to solve for the best-fitting parameters, then vary \(c_i\) in order to examine the effects of the slip gradient on the resulting map of CSC and calculate the total curvature for each slip map. For all synthetic slip maps, we use the average rake of the corresponding parent model (Table 2) for every fault element and hold constant the location \(b_i\) of the element with maximum slip. We adjust the magnitude of maximum slip \(a\) in order to minimize the difference between the moments of the synthetic and parent models (Table A1). It is important to note that despite the adjustments made to \(a\), moment is not conserved in these perturbed Gaussian models (Table A1). The variations in curvature serve to demonstrate the difference in resulting near-surface CSC, but the slip models themselves are not meant to accurately fit the constraining data of the parent model.

[36] The aforementioned effect of the differences in slip distribution in models 1–4 and 5–7 on the CSC maps (Figures 7 and 8) is confirmed by the Gaussian surface synthetic slip maps. For each parent model, three Gaussian approximations are shown in Figure A2: a model that best fits the original slip distribution (Figures A2a and A2d), a model with \(c_i\) values that produce a continuous region of positive CSC from the coast towards the arc (Figures A2c and A2f), and a model whose slip distribution results in a zone of negative CSC in the coastal zone south of Antofagasta (Figures A2c and A2f). Reducing the overall curvature of the Gaussian surface fit to parent model 6, in other words, smoothing the transition from zero to \(a\) by increasing \(c_i\), eliminates the coastal region of negative CSC that appears in the parent model and the best-fitting Gaussian slip distribution (Figures 8g and A2e; Table A1). Conversely, increasing the slip gradient of the Gaussian approximation of model 2 (by decreasing \(c_i\)) intro-

<table>
<thead>
<tr>
<th>Synthetic Model</th>
<th>Parent Model</th>
<th>(a^c)</th>
<th>(b_x^d)</th>
<th>(b_y)</th>
<th>(c_x)</th>
<th>(c_y)</th>
<th>Synthetic Curvature</th>
<th>Parent Curvature</th>
<th>Synthetic Moment (\times 10^{10} \text{ m}^3)</th>
<th>Parent Moment (\times 10^{10} \text{ m}^3)</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>2</td>
<td>3.19</td>
<td>59</td>
<td>175</td>
<td>39</td>
<td>54</td>
<td>0.0624</td>
<td>0.0943</td>
<td>3.77</td>
<td>4.74</td>
<td>B</td>
</tr>
<tr>
<td>S2</td>
<td>2</td>
<td>3.92</td>
<td>59</td>
<td>175</td>
<td>29</td>
<td>44</td>
<td>0.0880</td>
<td>0.0943</td>
<td>3.30</td>
<td>4.74</td>
<td>P</td>
</tr>
<tr>
<td>S3</td>
<td>2</td>
<td>4.65</td>
<td>59</td>
<td>175</td>
<td>21</td>
<td>36</td>
<td>0.1266</td>
<td>0.0943</td>
<td>2.19</td>
<td>4.74</td>
<td>N</td>
</tr>
<tr>
<td>S4</td>
<td>6</td>
<td>5.65</td>
<td>76</td>
<td>139</td>
<td>20</td>
<td>49</td>
<td>0.2039</td>
<td>0.4911</td>
<td>3.45</td>
<td>3.75</td>
<td>B</td>
</tr>
<tr>
<td>S5</td>
<td>6</td>
<td>4.38</td>
<td>76</td>
<td>139</td>
<td>28</td>
<td>57</td>
<td>0.1283</td>
<td>0.4911</td>
<td>4.27</td>
<td>3.75</td>
<td>P</td>
</tr>
<tr>
<td>S6</td>
<td>6</td>
<td>5.30</td>
<td>76</td>
<td>139</td>
<td>22</td>
<td>51</td>
<td>0.1809</td>
<td>0.4911</td>
<td>3.69</td>
<td>3.75</td>
<td>N</td>
</tr>
</tbody>
</table>

*a* See equation (A1).

*b* Original slip map interpolated to a 10 \(\times\) 10 km grid.

*c* Parameter \(a\) is equivalent to maximum slip of parent model in meters.

*d* Values of \(b_i\) are presented in kilometers relative to the SW corner of the parent model fault.

*e* Curvature is calculated by summing the absolute value of the discrete Laplacian of slip calculated at each fault element.

*f* Geometric moment, as in Table 2.

*g* \(B\) is the model which best fits the parent model. \(P\) is the continuous zone of positive Coulomb stress change. \(N\) is the coastal zone of negative Coulomb stress change.
Figure A2. Gaussian surface approximations of slip distributions and resulting CSC maps. (a–c) Gaussian distribution of slip based on parent model 2. (d–f) Gaussian distribution of slip based on model 6. For each parent model, the Gaussian distribution that best fits the actual slip magnitude distribution is shown (Figures A2a and A2d) along with adjusted Gaussian distributions that produce all positive CSC region near the coast (Figures A2b and A2e) and a zone of negative CSC along the coast (Figures A2c and A2f). See Table A1 for slip distribution parameters and text for additional discussion.
duces a zone of negative CSC similar to that seen in models 5–7 (Figure A2c and Table A1).

[37] The original inversions of geodetic and seismic data for slip on the subduction thrust incorporate smoothing algorithms to reduce the oscillatory nature of a statistically best-fitting slip map, which in turn affects the curvature of the slip distribution. The fact that the curvature of the solution affects the patterns of CSC demonstrates that care must be taken in choosing a smoothing operator for the initial data inversion.
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