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[1] The Hayward fault in the San Francisco Bay Area (SFBA) is sometimes considered unusual among continental faults for exhibiting significant aseismic creep during the interseismic phase of the seismic cycle while also generating sufficient elastic strain to produce major earthquakes. Imaging the spatial variation in interseismic fault creep on the Hayward fault is complicated because of the interseismic strain accumulation associated with nearby faults in the SFBA, where the relative motion between the Pacific plate and the Sierra block is partitioned across closely spaced subparallel faults. To estimate spatially variable creep on the Hayward fault, we interpret geodetic observations with a three-dimensional kinematically consistent block model of the SFBA fault system. Resolution tests reveal that creep rate variations with a length scale of <15 km are poorly resolved below 7 km depth. In addition, creep at depth may be sensitive to assumptions about the kinematic consistency of fault slip rate models. Differential microplate motions result in a slip rate of $6.7 \pm 0.8$ mm/yr on the Hayward fault, and we image along-strike variations in slip deficit rate at ~15 km length scales shallower than 7 km depth. Similar to previous studies, we identify a strongly coupled asperity with a slip deficit rate of up to 4 mm/yr on the central Hayward fault that is spatially correlated with the mapped surface trace of the 1868 $M_W = 6.9$–7.0 Hayward earthquake and adjacent to gabbroic fault surfaces.


1. Introduction

[2] In the San Francisco Bay Area (SFBA), motion between the Pacific plate and Sierra Block is partitioned across 7 major subparallel right-lateral faults with <20 km spacing [e.g., Freymueller et al., 1999]. From west to east, these include the San Gregorio, San Andreas, Hayward, Rodgers Creek, Calaveras, Green Valley, and the Greenville faults (Figure 1). The Hayward fault lies in the center of the SFBA fault system accommodating ~20% of the total slip budget [e.g., Graymer et al., 2002; Schmidt et al., 2005; d’Alessio et al., 2005], and has been interpreted as the SFBA fault most likely to rupture in a $M_W = 6.7$ or larger earthquake in the next 20 years [2007 Working Group for California Earthquake Probabilities, 2008] based on paleoseismic estimates of earthquake recurrence intervals and geologic and geodetic fault slip rate estimates. The last major ($M_W = 7$) Hayward fault earthquake occurred in 1868, with a reported surface rupture from Fremont in the south to San Leandro in the north (Figure 1) [Lawson, 1908; Yu and Segall, 1996; Bakun, 1999; Topozada and Branum, 2004]. [3] The Hayward fault is both geometrically [Graymer et al., 2005; Waldhauser and Ellsworth, 2002; Hardebeck et al., 2007] and kinematically complex [Lienkaemper et al., 2001; Simpson et al., 2001; Schmidt et al., 2005; G. J. Funning et al., The source of major earthquakes on the Hayward fault, California, submitted to Geophysical Research Letters, 2011]. Nearly vertical along most of its trace, the Hayward fault dips eastward south of Fremont, as illuminated by relocated seismicity [Waldhauser and Ellsworth, 2002; Manaker et al., 2005; Hardebeck et al., 2007], and likely merges at depth with the Calaveras fault immediately to the east [Ponce et al., 2004; Williams et al., 2005; Graymer et al., 2005]. Surface creep observations from creepmeters [Bilham and Whitehead, 1997] and alignment arrays [Lienkaemper et al., 2001; Simpson et al., 2001] show that sections of the Hayward fault creep aseismically with surface creep rates ranging from <4 mm/yr on the northern Hayward fault to 8 mm/yr near Fremont. Estimates of spatially variable creep on the Hayward fault from inversions of GPS and InSAR data [Bürgmann et al., 2000; Schmidt et al., 2005; Funning et al., submitted manuscript, 2011] suggest that the distribution of interseismic...
fault coupling is also spatially heterogeneous, ranging from 0 to 8 mm/yr over <15 km length scales both along strike and downdip. Dynamically driven models [e.g., Savage and Lisowski, 1993; Simpson et al., 2001, Malavasi et al., 2003] of creep on the Hayward fault have been interpreted to agree favorably with geodetically inferred estimates of creep at depth.

Imaging the interseismic creep on the Hayward fault is complicated because the geodetic observations that provide the greatest resolution of activity at depth [Schmidt et al., 2005] are also influenced by the overlapping interseismic elastic strain fields associated with each of the closely spaced faults of the SFBA fault system [e.g., Freymueller et al., 1999]. Thus, to some extent, estimates of Hayward fault creep at depth depend on assumptions about the behavior of the rest of the SFBA fault system. Previous geodetically constrained kinematic models of Hayward fault behavior may be categorized into three classes: (1) those that incorporate spatially dense InSAR measurements near the Hayward fault but do not assume that slip rates are kinematically consistent [Schmidt et al., 2005; Funning et al., submitted manuscript, 2011], (2) those that assume SFBA fault slip rates are kinematically consistent but do not include spatially dense InSAR measurements near the Hayward fault [Murray and Segall, 2001; d’Alessio et al., 2005; Johnson and Fukuda, 2010], and (3) those that both assume SFBA fault slip rates are kinematically consistent and include InSAR measurements [Bürgmann et al., 2000].

Here we develop a kinematically consistent three-dimensional block model of the SFBA fault system constrained by both GPS and spatially dense InSAR observations that provide the greatest resolution of fault activity at depth. We simultaneously estimate microplate rotations, kinematically consistent fault slip rates, and spatially variable slip deficit at depth on the Hayward fault. This particular reference model is not constrained by a priori geologic slip rate constraints or surface creep measurements, so that the model may be tested against these observations. We perform checkerboard resolution tests on the Hayward fault within the three-dimensional SFBA block model to assess the resolving ability of the data and determine the extent to which creeping behavior can be imaged at depth. To understand how the assumption of kinematically consistent slip rates affects Hayward fault creep rate estimates, we...
develop a series of idealized two-fault deep dislocation models that may explain differences between this and some previous studies.

2. Interseismic Deformation in Fault Systems

Interseismic deformation in fault systems such as the SFBA includes the contribution of earthquake cycle processes associated with multiple faults. The quasistatic earthquake cycle contribution from SFBA faults has been approximated with deep dislocation [Bürgmann et al., 2000; Schmidt et al., 2005; Funning et al., submitted manuscript, 2011], and block models [Murray and Segall, 2001; d’Alessio et al., 2005; Johnson and Fukuda, 2010]. In the deep dislocation formulation, the net surface velocity field resulting from a partially creeping fault such as the Hayward is described as the sum of the deep dislocation and creep contributions \( v_{\text{net}} = v_{\text{deep}} + v_{\text{creep}} \). Partial creep refers to aseismic fault creep at rates and below the long-term slip rate.

In this study, we estimate partial creep on the Hayward fault in terms of slip deficit within a kinematically consistent block model of the SFBA fault system, assuming steady state interseismic behavior, similar to previous studies of subduction zone environments [e.g., Wallace et al., 2004; Bürgmann et al., 2005; Loveless and Meade, 2010; McCaffrey, 2009]. In the block model formulation, the upper crust is divided into microplates bounded by faults, and fault slip rates are linearly proportional to the differential rotation rates at block boundaries, so that slip rates are implicitly kinematically consistent [Matsu’ura et al., 1986; Bennett et al., 1996; Souter, 1998; McCaffrey, 2002; Meade and Hager, 2005; Meade and Loveless, 2009]. Kinematic consistency is defined such that a path integral of motion (slip rates and plate rotations) across the plate boundary sums to the total relative tectonic plate motion, independent of path [Minster and Jordan, 1978; Humphreys and Weldon, 1994].

Interseismic fault slip rates are determined by the rotation rate of adjacent microplates [Souter, 1998], and the elastic contribution to the surface velocity field depends on the degree of slip deficit among these faults [Meade and Hager, 2005]. In this formulation, the resulting velocity field due to a partially creeping fault is equal to the contribution from the total static block offset minus the contribution to the velocity field due to the elastic slip deficit, \( v_{\text{net}} = v_{\text{block}} - v_{\text{slip deficit}} \). Estimates of interseismic creep and slip deficit rates map into the other as \( \delta_{\text{creep}} = \delta_{\text{long term}} - \delta_{\text{slip deficit}} \). We determine creep rates on the Hayward fault from directly estimated slip deficit rates. The particular linear block model formulation used here [Meade and Loveless, 2009] is similar to that used in other SFBA studies [Matsu’ura et al., 1986; Murray and Segall, 2001; d’Alessio et al., 2005] with the addition of spatially variable fault coupling on the Hayward fault, and without geologic fault slip rate assumptions [Johnson and Fukuda, 2010].

3. Geodetic Observations and Reference Block Model Geometry

For this study we modify the block model formulation [Meade and Loveless, 2009] to include InSAR observations (Appendix A). The geodetic data that we consider are 191 nominally interseismic GPS velocities and 15,000 PS-InSAR (Permanent Scatterer) line-of-sight range change rates collected from 1992 to 2000 by the European Remote Sensing satellites ERS-1 and ERS-2 [Bürgmann et al., 2006] (Figure 1). Survey mode GPS velocities in the SFBA are those reported by d’Alessio et al. [2005], augmented by 6 GPS velocities at sites in the Pacific (sites KWJ1, CHAT, KOKB, MKEA, THTI, MAUI) and 9 in eastern North America (sites WES2, BARH, THU1, THU3, SCH2, BRMU, ALRT, STJO, KELY) to constrain far-field plate motions. Because this study is focused on understanding steady interseismic fault system behavior, we do not include velocities from GPS stations that have documented post-seismic deformation following the \( M_W = 6.9–7.0 \) 1989 Loma Prieta Earthquake [Bürgmann et al., 1997]. The InSAR data [Bürgmann et al., 2006] are filtered to remove observations that may be affected by seasonal groundwater effects and local spatially incoherent motions by removing all observations on Quaternary units, and retaining only range change rates of greater than \( -10 \, \text{mm/yr} \) and less than 10 mm/yr. We additionally remove observations differing from the mean of all stations within 5 km by more than 1 mm/yr. The resulting filtered InSAR observations were then cropped to remove observations in the Santa Cruz mountains and the Southern Calaveras fault (Figure 1) that may be biased by ongoing postseismic deformation from the Loma Prieta Earthquake. The final InSAR data set retains the 15,000 most coherent observations. There are 7,144 observations within 5 km of either side of the Hayward fault, although data density decreases toward the south because of the presence of Quaternary units and vegetation. Within the block model formulation, we account for uncertainties in satellite orbits by simultaneously estimating a best fitting quadratic ramp [e.g., Pritchard et al., 2002, Zebker et al., 1994] (Appendix A).

The block geometry for a reference SFBA model is informed by mapped active faults [Graymer et al., 2002] and previous regional crustal deformation studies (Figure 1). We use a reference block model geometry that is similar to d’Alessio et al. [2005]. Our SFBA plate boundary block model is divided into six blocks between the Pacific block to the west and the Sierra Nevada block to the east (Figure 2). The San Francisco peninsula block is separated from the Pacific block by the San Gregorio fault and bounded by the Sierra Nevada block by the San Gregorio fault. The East Bay block lies between the Hayward and Rodgers Creek faults to the west and the Northern Calaveras fault to the east. The northeast SFBA contains the Napa Block, bounded by the West Napa fault in the west and the Green Valley and Concord faults in the east. The Greenville fault separates the East Bay Hills block from the Sierra Nevada block, which bounds the entire SFBA fault system to the east. To complete the plate boundary, we include a coarse representation of the North America plate east of the Sierra Nevada block.

The most notable geometric difference between this reference block model and previous models [d’Alessio et al., 2005; Johnson and Fukuda, 2010] is that we do not include the Great Valley fault as a structure subparallel to the SAF. Instead, we hypothesize that the Greenville fault in the east SFBA transfers slip to the Quenn Sabe fault (Figure 1).
Repeating microearthquakes on this structure indicate that it is distinct from the neighboring southern Calaveras fault and may actively creep [Templeton et al., 2008]. This difference in model geometry is consistent with the idea that all of the slip in the SFBA is fed from San Andreas and San Gregorio faults in central California and is discussed in section 4. All faults other than the Hayward fault are represented using rectangular dislocation elements [Okada, 1985] that are assumed to be locked from the surface to an effective locking depth during the interseismic stage of the seismic cycle. InSAR data near the trace of the Hayward fault [Schmidt et al., 2005; Bürgmann et al., 2006; Funning et al., submitted manuscript, 2011] are spatially dense enough to enable us to constrain spatial variations in fault coupling in this region. Although nearly vertical for most of its trace, the Hayward fault dips east south of Fremont, California, and likely merges with the Calaveras fault at depth [Waldhauser and Ellsworth, 2002; Manaker et al., 2005; Graymer et al., 2005; Hardebeck et al., 2007]. The geometry of the Hayward fault is represented by a three-dimensional mesh of 1006 triangular dislocation elements [Comninou, 1973; Jeyakumar et al., 1992; Thomas, 1993; Meade, 2007], derived from relocated seismicity and geologic mapping [Murray-Moraleda and Simpson, 2009]. We estimate spatially variable coupling on the portion of the Hayward fault north of the step over to the Calaveras fault east of San Jose. In addition to the reference model described above, we have tested block boundary geometries with and without stepovers on the Calaveras-Concord-Green Valley system and in San Pablo Bay and find negligible differences in slip rate estimates on SFBA faults.

4. Estimated Fault Slip and Creep Rates

We jointly invert GPS and InSAR data for the best fitting set of block rotation vectors and fault slip rates (Appendix A). Because there are approximately two orders of magnitude more InSAR observations than GPS observations, the InSAR data as a whole have a dominant influence on the solution unless they are downweighted. In our reference model the weighting ratio of the InSAR data relative to the GPS data, \( b_{\text{SAR}} \), is set to 0.1 so that no individual InSAR pixel has more of an influence over the solution than the GPS velocity with the smallest uncertainty (Appendix A). We also regularize the solution by smoothing the slip deficit rates on the mesh of triangular dislocation elements by

---

Figure 2. (a) Block geometry with labeled blocks. On-fault estimated strike-slip rates are shown in black and dip-slip rates are shown in gray. Negative dip-slip rate is tensile. Mesh of triangular dislocation elements used to estimate spatially variable coupling colored by depth of element. (b) Residual InSAR range change rates and GPS velocities.
minimizing the gradient of coupling rate between adjacent triangles [e.g., Harris and Segall, 1987, Maerten et al., 2005]. We choose the smoothing constant, $\beta^*$, based on the resolution tests described in section 5. The reference model (Figures 2 and 3) with $\beta^* = 5$ reproduces the SFBA GPS velocity field and InSAR range change rates with a mean residual GPS velocity magnitude of 1.4 mm/yr (WRSS per station = 6.1) and mean residual InSAR range change rate of 0.4 mm/yr.

Figure 3. (a) Observed creep rates and estimated creep (estimated long-term slip-estimated coupling) on the surface triangular dislocation elements of our reference coupling distribution shown with 67% confidence bounds. (b) Reference slip deficit distribution on the Hayward fault estimated on a mesh of triangular dislocation elements. High coupling rates (dark blue) correspond to locked regions. Low slip deficit rates (white) represent creeping sections. Black triangles represent GPS station locations. Green bar represents the observed surface trace of the 1868 Hayward earthquake. (c) Reference creep distribution (estimated long-term slip minus estimated slip deficit rate) for the fault surface. (d) Histogram showing density of SAR data points within 5 km of either side of the fault.
Geodetic slip rate estimates on SFBA faults from this study and d’Alessio et al. [2005] are compared with geologic slip rate estimates in Figure 4. Plotting geodetic slip rates against geologic slip rates, the best fit line through the origin is indistinguishable from a 1-to-1 line at the 95% confidence level (Figure 4, inset). We estimate a slip rate of 9.0 \pm 0.9 \text{ mm/yr} on the Calaveras fault, which is faster than both the previous geologic slip rate estimate of 5.0 \pm 2 \text{ mm/yr} [Simpson et al., 1999] and the previous geodetic estimate of 6.2 \pm 1.0 [d’Alessio et al., 2005] (Figure 4). A slip rate estimate of 5.6 \pm 0.7 \text{ mm/yr} on the Greenville fault is consistent with a recent study estimating a minimum geologic fault slip rate of 2 \text{ mm/yr} from offset sediments [Berger et al., 2010] (Figure 4). A slip rate of 5.7 \pm 0.7 \text{ mm/yr} on the Quien Sabe fault is also consistent with estimates of 11 cm of creep offset over 22 years of observations estimated from repeating microearthquakes on the fault [Templeton et al., 2008], although the use of repeating microearthquakes as creepmeters is ambiguous [Sammis and Rice, 2001]. We estimate 36.3 \pm 0.5 \text{ mm/yr} on the central San Andreas fault south of Hollister. This is consistent with previous geodetic estimates in this region [Johanson and Bürgmann, 2005], and with estimates north of Parkfield, California [Argus and Gordon, 2001; Segall, 2002; Becker et al., 2005, Meade and Hager, 2005; Schmatzle et al., 2006]. This agreement supports the idea that slip transfers directly into the SFBA from the San Andreas and San Gregorio faults in central California.

We estimate that the Hayward fault is fully to partially creeping along its entire length and down to at least 7 km depth (Figure 3). Although short-wavelength features (<15 km) cannot be robustly resolved below 7 km depth (see section 5), Figure 3 shows the complete slip deficit and creep rate estimates from the reference model, in which the Hayward fault extends to 15 km depth. Above 7 km, slip deficit rates appear to decrease, and creep rates increase, with depth. We estimate the long-term fault slip rate on the

Figure 4. Slip rate comparison for this and previous SFBA studies. (inset) Comparison of geologic and geodetic rates for this study and d’Alessio et al. [2005], best fit line shown in blue, dashed line is 1:1. References for geologic slip rates: San Gregorio north [Simpson et al., 1998], San Gregorio south [Weber and Nolan, 1995], central San Andreas [Segall, 2002], San Andreas peninsula [Hall et al., 1999], San Andreas north [Niemi and Hall, 1992], Hayward [Lienkaemper and Borchardt, 1996], Rodgers Creek [Budding et al., 1991], Calaveras [Kelson et al., 1996], Concord [Borchardt et al., 1999], Greenville [Berger et al., 2010] (minimum rate).
Hayward fault to be 6.7 ± 0.8 mm/yr, which is 1 to 4 mm/yr lower than previous estimates of long-term slip rates on the Hayward fault [d’Alessio et al., 2005; Lienkaemper and Borchardt, 1996; Graymer et al., 2002] (Figure 4). Similar to previous Hayward fault studies [e.g., Simpson et al., 2001; Schmidt et al., 2005; Funning et al., submitted manuscript, 2011], we find maximum coupling rates of 4.3 ± 1.4 mm/yr at depth beneath Point Pinole, although the lack of InSAR data at the northern end of the Hayward fault limits resolution here. High surface creep rates near Point Pinole (4.1 ± 2.1 mm/yr) and near Fremont, California (7.2 ± 1.5 mm/yr) are generally consistent with observations [Bilham and Whitehead, 1997; Lienkaemper et al., 2001] (Figure 3a). Within 67% confidence bounds, model surface creep rate estimates and creep rate measurements agree at 19 of the 25 alignment array observation locations [Lienkaemper et al., 2001]. The southern portion of the creep distribution shows a rapid increase in creep rate at the surface and at depth, supporting the hypothesis that the Hayward fault merges around 90 km from Point Pinole with the Calaveras fault to the east [Lienkaemper and Galehouse, 1998; Waldhauser and Ellsworth, 2002; Ponce et al., 2004; Williams et al., 2005; Manaker et al., 2005; Graymer et al., 2005]. A period of decreased creep on the southern Hayward fault from 1989 to 1996 following the 1989 Mw = 7.0 Loma Prieta earthquake [Lienkaemper et al., 1997; Lienkaemper et al., 2001] would be captured in the InSAR data spanning 1992–2000, and included in the slip distribution estimated here, which represents an average over this time period. However, because the density of InSAR observations within 5 km of the Hayward fault decreases north of Fremont (Figure 3), where the decrease in creep rate was most dramatic [Lienkaemper et al., 1997; Lienkaemper et al., 2001], we do not expect a large affect in the creep distribution (assuming creep rate changes were not persistent at depth). Between San Leandro and Fremont, spatially coincident with the surface rupture in the 1868 Hayward earthquake [Lawson, 1908] and a 25 km long gabbroic body on both faces of the Hayward fault [Graymer et al., 2005], we estimate a 20 km long segment with slip deficit rates of up to 3.7 ± 1.2 mm/yr at the surface (Figure 3b).

5. Hayward Fault Resolution Tests

[14] To determine how well the current distribution of GPS and InSAR observations can be used to resolve coupling on the Hayward fault in the context of the elastic block model used here, we perform a series of checkerboard resolution tests [e.g., Bürgmann et al., 2005, Loveless and Meade, 2010]. We create a synthetic coupling distribution in a checkerboard pattern (Figure 5) in which patches of 20 km by 7.5 km are assigned coupling rates alternating between 10 mm/yr and 0 mm/yr. We run forward block models (using the same geometry as the reference model) with this known coupling distribution to generate synthetic GPS velocities and synthetic InSAR range change rates at the same observation coordinates as the real data. Inverting the synthetic geodetic data to see how well a known slip deficit distribution can be recovered provides an assessment of the resolving ability of the data at different points along
the fault and allows us to systematically test the sensitivity to variations in weighting parameters.

[15] The resolved coupling distribution varies based on the contribution to the solution of InSAR data relative to GPS data and on the degree of spatial smoothing [e.g., Menke, 1984]. When the ratio \( \beta_{\text{SAR}} \) is equal to one, every InSAR range change rate is given the same weight as each GPS velocity. Higher \( \beta_{\text{SAR}} \) values improve spatial resolution on the triangular dislocation elements because of the greater density of InSAR observations near the fault. Decreasing the smoothing constant \( \beta^* \) for a given data weight ratio sharpens the boundaries of the checkerboard pattern. Figure 5 shows the results of 9 realizations of the checkerboard resolution test with weighting ratio ranging from \( \beta_{\text{SAR}} = 0.01 \) to \( \beta_{\text{SAR}} = 1 \) and smoothing values ranging from \( \beta^* = 1 \) to \( \beta^* = 10 \). Features at \( \sim 15 \) km wavelength are resolvable where \( \beta^* = 1 \), \( \beta_{\text{SAR}} = 1 \) (Figure 5). At distances of 40–70 km south of Point Pinole, this resolution test overestimates coupling rates by up to \( 8 \) mm/yr. Increasing smoothing to \( \beta^* = 5 \) and \( \beta^* = 10 \) resolves coupling rates between 0 and \( 10 \) mm/yr, but cannot resolve sharp boundaries between patches. In general, estimated coupling rates still recover the checkerboard pattern on the northern part of the triangular mesh and at the surface, but lose resolution south of \( \sim 60 \) km from Point Pinole and below \( 7 \) km depth. Higher \( \beta_{\text{SAR}} \) values improve spatial resolution on the triangular dislocation elements, but higher smoothing values are required to recover coupling magnitudes similar to input values (Figure 6). We choose a smoothing value of \( \beta^* = 5 \) and weight ratio of \( \beta_{\text{SAR}} = 0.1 \) for our reference model to capture along strike coupling variations with minimal overshoot in the coupling rate estimates (Figure 3).

[17] The resolution tests demonstrate that we are able to resolve coupling features of \( 15–20 \) km in wavelength along strike, especially \( 10–80 \) km south of Point Pinole. At high smoothing weights, resolution at depth deteriorates. With an InSAR weight \( \beta_{\text{SAR}} = 0.1 \), and smoothing weight \( \beta^* = 5 \), the checkerboard resolution tests are not successful at recovering slip deficit features \(< 15 \) km in length below \( 7 \) km depth.
Simple model setup. Faults A, B, and C are very long parallel strike-slip fault segments in a homogeneous elastic half-space extending from a locking depth L_d to infinite depth and separated by distance d. Fault D is a mesh of triangular dislocation elements between the locking depth L_d and the surface and is assumed to be fully locked. When faults B and C slip at the same rate, the system is kinematically consistent. Kinematic inconsistency can be introduced by assuming an a priori slip rate on fault B that is inconsistent with fault C. Estimates of nonzero slip on fault D represent modeling artifacts.

In interpreting model results, slip deficit estimates deeper than 7 km should be considered within the context of these resolution tests.

6. Simple Models of the Effects of Kinematically Consistent and Inconsistent Fault Systems on Creep Distributions

[18] Creep rate estimates on the Hayward fault at depth suffer not only from poor resolution, but are also sensitive to model assumptions about the kinematic consistency of closely spaced SFBA faults. For example, Hayward fault creep rates at depth estimated with a kinematically consistent SFBA fault system model [Bürgmann et al., 2000] differ from those derived from models with kinematically inconsistent fault slip rates [Schmidt et al., 2005; Funning et al., submitted manuscript, 2011]. To understand how assumptions of kinematic consistency affect creep rate estimates, we develop a simple model consisting of a pair of very long parallel strike-slip faults modeled as deep dislocations in a homogeneous elastic half-space. Fault slip rates and geometry are assumed to be similar to that of the SFBA fault system. The two very long parallel strike-slip faults, separated by distance d = 20, are subdivided into four fault segments A–D (Figure 7). Fault segment A extends from −d/2 on the x axis to infinity in both the +y direction and −y directions, slipping continuously below some depth L_d. Parallel to fault A, fault B extends from +d/2 on the x axis to infinity in the +y direction, and fault C also begins at +d/2 on the x axis but extends to infinity in the −y direction. Both B and C slip continuously below L_d. When faults B and C slip at the same rate, this is identical to a single throughgoing vertical strike slip fault, and the model is kinematically consistent. This model configuration allows us to introduce a slip rate discontinuity by changing the slip rate on fault B, creating a kinematically inconsistent set of fault slip rates. We additionally include fault D as a 20 km long mesh of 312 triangular dislocation elements between the locking depth and the surface above fault A, centered at y = 0. We assume fault D is fully locked.

[19] We define a set of synthetic observation points on the free surface of the elastic halfspace, and calculate synthetic velocities from a forward model with prescribed slip rates. These synthetic velocities are inverted for estimates of slip rates on the deep dislocations and spatially variable creep on fault D. In contrast to the block model in which we directly estimate slip deficit rates, this simple model is constructed in the deep dislocation framework, and we directly estimate creep rates on fault D. We generate synthetic observation velocities assuming a fully locked upper crust, therefore nonzero slip estimated on fault D will be a model artifact, allowing us to evaluate the influence of kinematic inconsistency on creep distributions resolved on nearby faults.

[20] To demonstrate the differences between kinematically consistent and inconsistent models of kinematically consistent deformation, we generate synthetic velocities computed from a kinematically consistent forward model (Figure 8) such that the slip rates on faults A, B, and C are all equal to 10 mm/yr. We then invert these velocities within their original framework for slip on the faults and on the triangular dislocations. In this case of retaining kinematic consistency within the inversion, we recover 10 mm/yr slip rates on faults A, B, and C, and resolve negligible artificial slip on the triangular dislocation elements (Figure 8a). To understand the effects of kinematically consistent models, we invert these velocities for fault slip a second time, assigning a priori slip rate constraints of 10 mm/yr on faults A and C and 5 mm/yr on fault B. Kinematic inconsistency arises because a path integral of slip across the positive half of the fault system now differs from the path integral of slip across the negative half of the fault system. The residual velocity field now contains edge effects due to the jump in slip rate along strike (Figure 8b), and mesh of triangular dislocation elements is the only source of additional surface deformation available to accommodate the difference between the kinematically consistent forward field and the imposed deep slip rates. In this case, kinematic inconsistency within the model creates artifacts that map into a near-surface creep distribution on fault D (Figure 8b). The magnitude and spatial distribution of artificial slip depend on the smoothing parameters and geometry of the fault system. In the synthetic case shown in Figure 8b, this results in a maximum right lateral creep rate of 28 mm/yr and a maximum left lateral creep rate of 11 mm/yr.

[21] Although mapped fault traces are finite, traveling from stable North America to the Pacific plate without accommodating the geodetically [Argus and Gordon, 1990; Argus and Heflin, 1995] or geologically [DeMets et al., 1994] observed total tectonic deformation would imply path dependence to relative plate tectonic motions. Maintaining kinematic consistency within a plate boundary model therefore requires the assumption of fault system continuity, in which continuous structures may represent deformation accommodated by diffuse deformation or poorly exposed faults.

[22] As an example, consider Figure 8c, in which 10 mm/yr of right-lateral slip is distributed over eleven parallel faults (1/6th km spacing), representing a case where deformation is more distributed. Even though deformation
Figure 8. (a) Kinematically consistent synthetic velocities generated by a forward model with slip rates of 10 mm/yr on faults A, B, and C. When synthetic velocities are inverted assuming kinematic consistency, no modeling artifacts map onto the mesh of triangular dislocations. (b) Kinematically consistent synthetic velocities generated with slip rates of 10 mm/yr on faults A, B, and C. When forward velocities are inverted assuming an a priori slip rate of 5 mm/yr imposed on fault C (green), this produces artificial slip on the triangular dislocations. (c) In this forward model, 10 mm/yr of right lateral slip near fault C is distributed over 11 parallel faults. Faults A and B slip at 10 mm/yr. Approximating diffuse slip with a single fault C produces negligible modeling artifacts.

is distributed, the model is kinematically consistent because the total amount of slip does not vary across the system. As before, solving for creep on fault D recovers zero creep. We then model the same synthetic velocities with a slightly different model geometry, where the 11 parallel faults are represented as a single fault slipping at 10 mm/yr. Because the simplified geometry maintains kinematic consistency, inverting velocities predicted by the diffuse deformation model with this simplified single fault geometry produces negligible modeling artifacts on the near surface creep distribution. At the scale of the simple model used here, creep rate estimates on fault D are weakly sensitive to the exact geometry at the junction of faults B and C, so long as the slip budget is kinematically consistent. Based on these simple models, it is possible that differences between our reference creep estimate and previous creep estimates [Schmidt et al., 2005; Funning et al., submitted manuscript, 2011] may result from different assumptions about the kinematic consistency of the SFBA fault system.

7. Discussion

We find that geodetically constrained slip rate estimates from our reference block model agree, within reported uncertainties, with geologic slip rate estimates along 6 of 10 SFBA faults (Figure 4). Our slip rate estimate on the Hayward fault of $6.7 \pm 0.8$ mm/yr is 1 to 4 mm/yr lower than
previous geologic and geodetic estimates [d’Alessio et al., 2005; Schmidt et al., 2005; Simpson et al., 2001]. Because the Hayward fault may merge with, and transfer slip from, the Calaveras fault at its southern end, the geologic slip rate of 8 ± 2 mm/yr estimated by Lienkaemper and Borchardt [1996] at Union City, California, may not be representative of slip rate on the northern portion of the Hayward fault. Slip rates on the Calaveras and Greenville faults are slightly faster (~40% and ~100% respectively) than geologic estimates [Kelso et al., 1996; Berger et al., 2010], suggesting that structures east of the Hayward fault may currently accommodate more than twice the slip of the Hayward fault itself. In particular, because the estimated interseismic slip rate of 9.0 ± 0.9 mm/yr on the partially creeping Calaveras fault [Manaker et al., 2003] exceeds that of the Hayward fault by 40%, the Calaveras fault may be capable of producing earthquakes that are larger or more frequent than those on the Hayward fault. [24] We estimate the long-term fault slip rate on the Hayward fault to be 6.7 ± 0.8 mm/yr, and find maximum slip deficit rates of 4.2 ± 1.4 mm/yr at depth beneath Point Pinole, although data density severely limits resolution in this region. Between San Leandro and Fremont, slip deficit rates reach up to 3.7 ± 1.2 mm/yr at the surface. This 20 km region of high slip deficit rate is consistent in length and location with the observed surface rupture in the 1868 Hayward fault earthquake [Lawson, 1908]. Over 150 years, temporally invariant behavior of this patch would produce moment accumulation equivalent to a $M_W \approx 6.6$ earthquake, estimated with an empirical area-slip scaling relationship [Wells and Coppersmith, 1994]. Although deep features are poorly resolved, a fully locked patch on the Hayward fault at depth is not required to accumulate sufficient moment to generate a major earthquake over Hayward fault recurrence intervals of 161 ± 65 years [Lienkaemper et al., 2010]. The pattern and magnitude of fault creep in the reference model are most consistent with the shallow creep distribution of Bürgmann et al. [2000], in which SFBA faults are represented as kinematically consistent deep dislocations. [25] A correlation between geodetically imaged interseismic fault coupling and historical earthquake rupture location may be interpreted as consistent with the hypothesis of characteristic fault behavior [Shimazaki and Nakata, 1980; Schwartz and Coppersmith, 1984] and persistent seismic asperities [Lay and Kanamori, 1980]. In this idealized view, episodic earthquakes of similar magnitude occur at a characteristic location, and the ruptured portion of the fault remains locked during the interseismic period. Although the characteristic earthquake concept may oversimplify fault behavior, studies of interseismic coupling in subduction zones off Japan [Yamanaka and Kituchi, 2004; Nishimura et al., 2004; Loveless and Meade, 2010], Sumatra [Konca et al., 2008], South America [Moreno et al., 2010], and Alaska [Cross and Freymueller, 2007; Suito and Freymueller, 2009] also suggest that fault patches that are strongly coupled during the interseismic period are colocated with the hypocenters or rupture areas of large earthquakes. [26] On the other hand, there is also evidence that creeping regions may not be temporally invariant. Coral records offshore Sumatra suggest time and space variable patterns of strain accumulation over multiple earthquake cycles [Natawidjaja et al., 2004], and coupled asperities at the New Britain trench off the coast of Papua New Guinea suggest that interseismically locked regions may not have controlled the locations of historic earthquakes [Park and Mori, 2007]. Another possibility is that the 1868 earthquake was able to rupture through a region of low coseismic slip deficit rather than be confined to the most strongly coupled patches [e.g., Malservisi et al., 2003; Malservisi et al., 2005]. Large historical events have also occurred along the Japan trench [Nishimura et al., 2004] and offshore Sumatra [Konca et al., 2008], in regions of low estimated coupling. Numerical models show that earthquake rupture on a fault with heterogeneous frictional properties may not be confined to a velocity weakening patch imbedded within an otherwise velocity strengthening fault [Kaneko and Lapusta, 2008]. Similar models show that earthquakes may rupture through weakly coupled regions between separate highly coupled asperities [Kaneko et al., 2010] and the nature of the earthquake rupture may not be consistent over multiple earthquake cycles, consistent with interpretation of seismic observations [e.g., Thatcher, 1990; Freymueller et al., 2008]. Thus, low slip deficit rates surrounding a 20 km asperity on the Hayward fault may not preclude a longer 1868-type rupture extending from Berkeley to south of Fremont [e.g., Yu and Segall, 1996]. [27] Partially creeping behavior on the Hayward fault may be associated with complex lithologically modulated variations in frictional behavior of the rocks on either side of the Hayward fault. The region of partial creep we observe between San Leandro and Fremont is spatially coincident with a 25 km long gabbro body on the east face of the Hayward fault [Graymer et al., 2005] (Figure 9). The adjacent west face consists of gabbro above 6 km depth and metagreywacke below. Although resolution of spatially variable creep is poor at depth, we image maximum slip deficit rates within this asperity near the surface. The collocation of a strongly coupled, though still creeping zone, with proximal gabbro units is notable given the apparent prevalence of this kinematic behavior in subduction zones where gabbro is regularly present [Liu and Rice, 2009]. Experiments to determine the frictional properties of gabbro at low temperatures and pressures reveal a complex range of behaviors. Morrow and Lockner [2001] performed failure and frictional sliding tests on rock samples collected at in situ along the Hayward fault and found that all of the samples, consisting of gabbro, coarse gabbro, keratophyre, altered keratophyre, basalt, sandstone and serpentinite, exhibit velocity strengthening behavior at temperature and pressures of 30–200 MPa. At an effective pressure of 30 MPa, the coarse gabbro is the least velocity strengthening of Hayward fault rocks. A similar set of experiments by Marone and Cox [1994] show that the velocity dependence of gabbro depends on contact roughness and total fault displacement, such that under 5 MPa normal stress at ambient temperatures, a smooth gabbro surface exhibits velocity weakening behavior while rough gabbro is velocity strengthening at slip distances less than 50 mm. At near surface temperatures and pressures, most rocks have been found to be velocity strengthening enabling interseismic creep, with creep rate magnitude a function of the frictional parameters, stress history, and boundary conditions [Marone, 1998]. Frictional experiments on dry gabbro have suggested that the transition from velocity strengthening to velocity...
weakening occurs at temperatures between 250 and 510 degrees at atmospheric pressures [He et al., 2007]. Assuming pressure effects on frictional parameters are negligible, these experiments would suggest that a transition between velocity weakening and velocity strengthening occurs near a depth of 8.3 km assuming a regional geothermal gradient of 30°C/km. While current geodetic data are insufficient to provide kilometer-scale resolution downdip, experimental results are consistent with geodetically constrained estimates of a creep transition midway through the upper crust.

8. Conclusion

To better constrain the kinematic parameters necessary for quantitative seismic hazard assessment and understand the interseismic behavior of the Hayward fault, we invert GPS and InSAR data with a kinematically consistent block model of the SFBA fault system to estimate Bay Area fault slip rates and spatially variable slip deficit rates on the Hayward fault. Checkerboard resolution tests on the Hayward fault reveal that slip deficit features <15 km long are well resolved along strike at the surface, but cannot be robustly resolved deeper than 7 km with published GPS and InSAR data. Simple models of a two-fault system suggest that, at scales comparable to that of the SFBA fault system, estimated creep rates at depth are sensitive to assumptions about the kinematic consistency of slip rates on neighboring faults, and may contribute to differences between this and previous estimates of creep rates at depth on the Hayward fault. We identify a strongly coupled asperity with a slip deficit rate of 3.7 ± 1.2 mm/yr at the surface near San Leandro, California. Spatial correlation between high slip deficit rates and gabbroic fault surfaces adjacent to the mapped surface trace of the 1868 earthquake. Rock types are Czs, Cenozoic sedimentary rocks; Ku, Upper Cretaceous sandstone, shale, and minor conglomerate; cro, undivided Jurassic serpentinite, gabbro, basalt, and keratophyre, with minor sedimentary rocks; gb, Jurassic gabbro; fn, Upper Cretaceous sandstone and shale; fsr: melange; fyb, Cretaceous metagreywacke; mixed, tectonically interleaved sandstone, metasandstone, melange, and serpentinite [Graymer et al., 2005].

earthquakes on the Hayward fault may be gained through dynamic slip models that are evolved forward in time from present-day conditions.

Appendix A: Block Modeling With Spatially Variable Fault Coupling and InSAR Observations

The linear block model formulation, explicitly stated for GPS velocities in terms of linear operators by Meade and Loveless [2009], interprets interseismic geodetic velocities, \( v_I \), as resulting from a combination of microplate or block rotations, \( v_E \), quasistatic earthquake cycle processes, \( v_{E_2} \), and residual velocities, \( v_r \):\[ v_I = v_E + v_{E_2} + v_r. \] (A1)

A homogeneous internal strain rate may also be included in the velocity field decomposition, but since we do not estimate internal strain in this study, we do not include it here.

The discussion that follows extends, and requires, the mathematical framework detailed previously by Meade and Loveless [2009]. Velocities due to elastic earthquake cycle processes are modeled assuming that all faults are fully coupled between the surface and an inferred locking depth using rectangular dislocations [Okada, 1985] in a homogeneous elastic half-space [e.g., Savage, 1983; Matsu'ura et al., 1986]. We describe these velocities, \( v_{CSD} \), as resulting from interseismic elastic strain accumulation across a locked fault, represented by removing the coseismic slip deficit from the static block offset. Where geodetic data are sufficiently dense and/or where rectangular elements inadequately describe fault geometry, we incorporate a continuous mesh of triangular dislocation elements to allow coupling rate estimates on a smoothly interpolated three-dimensional fault surface. We simultaneously estimate elastic coseismic slip deficit on each of these triangular dislocation elements [Comminou, 1973; Jeyakumaran et al., 1992; Thomas, 1993; Meade, 2007]. Incorporating \( v_{CSD} \) and the velocities due
to slip on triangular dislocation elements, $v_{\text{TDE}}$, into equation (A1) outlines the linear forward problem [Meade and Loveless, 2009].

$$v_i = v_b - (v_{\text{CSD}} + v_{\text{TDE}}) + v_r$$  \hspace{1cm} (A2)

[32] We expand the formulation here to include InSAR line-of-sight measurements. Unlike GPS east-north-up velocities, InSAR data record one component of interseismic velocity, $\vec{v}_i$, in the satellite look direction. For the satellite data included in this study, the look vector has east, north, and up components given by $l = [0.389 - 0.078 0.918]$. To account for orbital baseline unknowns in the InSAR measurements, we simultaneously solve for a best fitting quadratic ramp from the data. We choose a quadratic ramp because InSAR orbital errors are approximately quadratic in space [Zebker et al., 1994]. The solution does not change significantly with a linear ramp. We decompose the line-of-sight velocities as in equation (A2), considering the line-of-sight velocities, $\vec{v}_q$, due to the additional ramp parameter:

$$\vec{v}_i = \vec{v}_b - (\vec{v}_{\text{CSD}} + \vec{v}_{\text{TDE}}) + \vec{v}_r + \vec{v}_q$$  \hspace{1cm} (A3)

[33] The velocity components defined in equation (A3) are related to the estimated block model parameters using the linear operator defined by Meade and Loveless [2009], with the addition of the linear operator $P_L$, which converts east-north-up velocities to a line-of-sight range change rate to ENU velocities based on the look vector $l$.

$$P_L = \begin{pmatrix} l_e & l_n & l_u & 0 & 0 & 0 \\ 0 & 0 & 0 & l_e & l_n & l_u \end{pmatrix}$$  \hspace{1cm} (A4)

[34] For each component of the velocity field decomposition, InSAR LOS velocities must be converted from XYZ velocities to east-north-up velocities, and reduced to a line-of-sight range change rate by premultiplying terms from Meade and Loveless [2009] by $P_L$. For example, the block rotation rate is explicitly written as

$$\vec{v}_b = P'L_vG_b\Omega,$$  \hspace{1cm} (A5)

in which $P'L_v$ is a geometric transformation that converts XYZ rotation velocities at InSAR observation locations into east-north-up velocities; $G_b$ is the generalized matrix of partial derivatives for each InSAR observation point with respect to the rotation vector, and $\Omega$ contains the elements of a Cartesian rotation vector.

[35] Finally we estimate a quadratic ramp to account for uncertainties in the orbital parameters assumed in InSAR processing. These uncertainties can map into the derived velocity field as a quadratic form varying in latitude and longitude [Zebker et al., 1994]. Because the line-of-sight contribution of the quadratic ramp is calculated in the look direction, we do not have to convert the ramp parameters to east-north-up:

$$\vec{v}_q = G_qq$$  \hspace{1cm} (A6)

$G_q$ contains 6 columns for every InSAR line-of-sight observation for each coefficient in the quadratic ramp, and $q$ is a 6-by-1 array containing the ramp coefficients.

[36] In order to estimate block model parameters, we use a weighted least squares inversion to simultaneously estimate block rotations, $\Omega^*$, smoothed coupling on triangular dislocation elements, $t^{est}$:

$$\begin{bmatrix} \Omega^* \\ t^{est} \end{bmatrix} = (G^T W G)^{-1} G^T W \begin{bmatrix} v_{\text{GPS}} \\ v_{\text{SAR}} \\ s_{\text{obs}} \\ 0 \\ 0 \\ b_c \end{bmatrix},$$  \hspace{1cm} (A7)

in which $G$ is the generalized combined Jacobian relating the estimated parameters to GPS velocities, $\vec{v}_{\text{GPS}}$, InSAR range change rates, $v_{\text{SAR}}$, and a priori slip rate observations, $s_{\text{obs}}$. We additionally impose smoothing constraints on the mesh of triangular dislocation elements by minimizing the gradient of the slip distribution. We select a smoothing value that maintains realistic coupling values. The vector $b_c$ defines the boundary conditions on the mesh of triangular dislocation elements. Relative data weights are determined by the weighting matrix $W$:

$$W = \begin{bmatrix} C_{\text{GPS}}^{-1} & 0 & 0 & 0 & 0 & 0 \\ 0 & \beta_{\text{SAR}}C_{\text{SAR}}^{-1} & 0 & 0 & 0 & 0 \\ 0 & 0 & \beta_{\text{AP}}C_{\text{obs}}^{-1} & 0 & 0 & 0 \\ 0 & 0 & 0 & \beta'1 & 0 & 0 \\ 0 & 0 & 0 & 0 & \beta_{bc}C_{bc}^{-1} & 0 \end{bmatrix},$$  \hspace{1cm} (A8)

in which $C_{\text{GPS}}^{-1}$, $C_{\text{SAR}}^{-1}$, $C_{\text{obs}}^{-1}$ and $C_{bc}^{-1}$ are the GPS, SAR, a priori observation, and boundary condition covariance matrices, respectively. Weights of each data set relative to GPS velocities are given by constants $\beta_{\text{SAR}}$, $\beta_{\text{AP}}$, $\beta'$, and $\beta_{bc}$. $I$ is the identity matrix associated with the smoothing constraint.
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