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ABSTRACT

We present the initial imaging and spectroscopic data aedwds part of the VLT VIMOS
Lyman-break galaxy Survey. BR (or U BV I) imaging covers fivez 36’ x 36’ fields centred
on brightz > 3 QSOs, allowing= 21,000 2 < z < 3.5 galaxy candidates to be selected
using the Lyman-break technique. We performed spectristafpw-up using VLT VIMOS,
measuring redshifts for 1020 > 2 Lyman-break galaxies and 0> 2 QSOs from a total
of 19 VIMOS pointings. From the galaxy spectra, we obser¢ema-+ 510 kms ™' velocity
offset between the interstellar absorption andvlgmission line redshifts, consistent with
previous results. Using the photometric and spectrosamgimogues, we have analysed the
galaxy clustering at ~ 3. The angular correlation functiom(6), is well fit by a double
power-law with clustering scale-lengthy = 3.197537 h~'Mpc and slopey = 2.45 for

r < 1 h~'Mpc andrg = 4.3770-22 h='Mpc with v = 1.61 +£0.15 at larger scales. Using the
redshift sample we estimate the semi-projected correldtioction,w, (o) and, foray = 1.8
power-law, findry = 3.677523 h~Mpc for the VLT sample and, = 3.9875-12 h=1Mpc
for a combined VLH-Keck sample. Frong(s) and&(o, w), and assuming the aboér)
models, we find that the combined VLT and Keck surveys recualaxy pairwise velocity
dispersion of 700 kms ™', higher than thex 400 kms™* assumed by previous authors. We
also measure a value for the gravitational growth rate paranof5(z = 3) = 0.48 +0.17,
again higher than previously found and implying a low valaethe bias ofb = 2.0631);%.
This value is consistent with the galaxy clustering amgiuwvhich gives = 2.22 + 0.16,
assuming the standard cosmology, implying that the evadudf the gravitational growth rate
is also consistent with Einstein gravity. Finally, we haeenpared our Lyman-break galaxy
clustering amplitudes with lower redshift measurementsfard that the clustering strength
is not inconsistent with that of low-redshift* spirals for simple ‘long-lived’ galaxy models.

Key words: galaxies: intergalactic medium - kinematics and dynamx@smology: obser-
vations - large-scale structure of Universe

* Based on data obtained with the NOAO Mayall 4m Telescope #it Ki Peak National Observatory, USA (programme ID: 06A-0133¢, NOAO
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1 INTRODUCTION

Observations of the ~ 3 galaxy population present a valuable tool
for studying cosmology and galaxy formation and evolutibar
cosmology, the interest is in measuring the galaxy clusgeam-
plitudes and redshift space distortions at high redshltfeyrboth
lead to virtually independent estimates of the bias whosesise
tency leads to a test of the standard cosmological modelthesr
ories of galaxy formation and evolution, this is a key peliothe
history of the Universe in which significant levels of stamfmtion
shape both galaxies and the inter-galactic medium (IGMyrado
them. An especially vital direction of study is the effectgaflac-
tic winds at this epoch. Such winds have been directly oleseat
low (Heckman et al. 1990; Lehnert etlal. 1999; Martin 200960
and high|(Pettini et al. 2001; Adelberger et al. 2003; Wilrsaal.
2005; Adelberger et al. 2005a) redshift and are invoked paéx
a range of astrophysical phenomena.

A basic item of cosmological interest is the spatial cluster
ing of the z 3 galaxy population itself. INCDM, structure
in the Universe is known to grow hierarchically through grav
itational instability (e.gl Mo & White 1996; Jenkins el al998;
Springel et al. 2006) and testing this model requires thesorea
ment of the clustering of matter in the Universe across cosmi
time (e.g._Springel et al. 2005; Orsi ef al. 2008; Kim et al0$0
Surveys of matter at =~ 3 currently focus on two main popu-
lations, LBGs and Lymarm emitters (LAES). A number of mea-
surements of galaxy clustering are availablezatz 3. For ex-
ample,| Adelberger et all_(2003) ahd Aagela et al. [(2005a) use
the Keck LBG sample with spectroscopic redshfits of Steitlalle
(2003) to measure LBG clustering clustering lengthsref =
3.96 4 0.29 h~'Mpc andry = 4.487517 h~'Mpc respectively.
Further surveys of LBGs at~ 3 have produced a range of results
with, for example, Foucaud etlal. (2003) measuring a clirger
length for a photometric sample selected from the CFHT Lggac
Survey ofro = 5.940.5 b~ *Mpc, Adelberger et all (2005b) mea-
suredro = 4.0£0.6 h~*Mpc at(z) = 2.9 using a different photo-
metric sample whilst Hildebrandt etlzl. (2007) measuredaevaf
ro = 4.840.3 h~'Mpc from an LBG sample taken from GaBoDS
data.

daAngela et al. [(2005a) go on to use the Keck LBG sam-
ple to investigate, via redshift space distortions, thevitational
growth rate of the galaxy population ata 3, measuring an in-
fall parameter of3(z = 3) = 0.2570:9%. The infall parameter,
B, quantifies the large-scale infall towards density inhoemaities
(Hamilton[1992] Hawkins et al. 2003) and is defineds)
Qi (2)%%/b(2), whereQ,,(z) is the matter density anbl(z) is
the bias of the galaxy population. The 2dF Galaxy Redshift&u
(2dFGRS) measurement of the infall parameter nearer trsepre
epoch gave3(z ~ 0.1) = 0.49 £+ 0.09 (Hawkins et al! 2003),
similar to values obtained by previous local measurements. (
Ratcliffe et al.. 1998). There have also been dynamical nreasu
ments of 3 at intermediate redshifts using Luminous Red Galax-
ies where Ross et al. (2007) foudd{z = 0.55) = 0.4 £ 0.05.
daAngela et al.|(2005b) used the combined 2dF and 2SLAQ QSO
redshift surveys to find3(z = 1.5) 0.60 = 0.14. Finally,
Guzzo et al.[(2008) used the VVDS galaxy redshift survey ta-me
suref(z = 0.77) = 0.70 £ 0.26. As emphasised by Guzzo ef al.

~
~

Blanco 4m Telescope at Cerro Tololo Inter-American Obgerya Chile
(programme IDs: 03B-0162, 04B-0022) and the ESO VLT, Chgeo{
gramme IDs: 075.A-0683, 077.A-0612, 079.A-0442).
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(2008), if there are independent estimatesf) for each red-
shift sample, then the standard model prediction for théutiem
with redshift of the gravitational growth rate ¢f= €, (2)%-¢ can
be tested against alternative gravity models. Here, we fitiw
daAngela et al.[(2005a,b); Hoyle etlzl. (2002) in making their-v
sion of the redshift-space distortion cosmological tesictvialso
incorporates the Alcock & Paczynski (1979) geometric cdsgro
ical test.

From redshift-space distortions, we can also determine the
small-scale dynamics of the galaxy population which arealigu
simply modelled as a Gaussian velocity dispersion, medduwen
the length of the ‘fingers-of-Godl (Jackson 1972; Kaiser 7198
in redshift space clustering. This velocity dispersionl wiéner-
ally also include the effects of velocity measurement erfdr
though| daAngela et al. [(200%5a) had to assume a fixed value of
< w? >'2= 400 kms™~! for the mean pairwise velocity disper-
sion when making their LBG measurementdgt = 3), in bigger
surveys it is possble to fit for. w? >'/? and 3 simultaneously.
Thus in 2dFGRS at ~ 0.1, [Hawkins et al.|(2003) measured a
pairwise velocity dispersion of w? >'/?~ 500 kms . As well
as being of interest cosmologically, the intrinsic gal@ajaxy ve-
locity dispersion is interesting in terms of establishing group en-
vironment for galaxy formation. Furthermore, these rang@ou-
liar velocities dominate at the smallest spatial scalgmiicantly
affecting clustering measurements on scalgs5 h™*Mpc. They
influence both the observed galaxy-galaxy clustering ardoti
served correlation between galaxy positions and nearbyfayest
absorption from the IGM (as measured_in Adelberger gt al3200
2005a and Crighton etlal. 2010). To interpret galaxy-IGMstdu-
ing results we shall see that measurements of the small dgale
namical velocity dispersion of the galaxy population arg/en-
portant.

Galactic winds powered by supernovae are a crucial ingnédie
in models of galaxy formation (Dekel & Silk 1986; White & Fien
1991). Such negative feedback is required to quench theaform
tion of small galaxies and make the observed faint-end of the
galaxy luminosity function much flatter than the low-masd ehf
the dark-matter mass function, see for example the senhjarz
model of Cole et al. (2000). Simulations without such stréeeg-
back tend to produce galaxies with too massive a bulge, which
consequently do not lie on the observed Tully-Fisher refati
(Steinmetz & Navarro_1999; Governato etial. 2010). Such wind
can also remove a significant fraction of baryons from thenfog
galaxy, thereby explaining why galaxies are missing mosheif
baryonsl|(Bregman et al. 2009), and hence are much fainterayX
emission than expected (Crain etial. 2010). In additionenlas
tions of the IGM as probed with QSO sightlines reveal thegmes
of metals even in the low density regions producingelfgrest ab-
sorption (Songaila & Cowie 1996; Pettini etlal. 2003; Ageliet al.
2004 Aracil et al. 2004). Other than enrichment from gatasxtale
winds, it is difficult to see from where these metals originand
this is confirmed by simulations (elg. Wiersma et al. 2009).

Direct evidence for outflows in high redshift galaxies came
from the Keck LBG survey spectra analysed/ by Adelbergerlet al
(2003) and_Shapley etlal. (2003) who found evidence for tffse
in the positions of ISM absorption lines, kyemission and rest-
frame optical emission lines (see also Pettini et al. 20Q023
Shapley et &l.| (2003) present a model in which the opticakemi
sion lines arise in nebular star-forming HIl regions, gyitme in-
trinsic galaxy redshift, whilst the ISM absorption linesgimate
from outflowing material surrounding the stellar/nebulampo-
nent. Lyn emission arises in the stellar component, but outflowing
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neutral material scatters and absorbs the blue Wwng, leaving KPNO in September 2001 and April 2006 respectively. All afgh
a peak redshifted with respect to the intrisic galaxy reftigbig. fields were observed with the broadband JohrniSofe6001) filter
Steidel et al. 2010). One of our prime aims here is to test the o and the HarrisB and R filters, except for J0124+0044, which was
servations underpinning this model in an independent saropl observed with the Harri®, V andI broadband filters but not the

LBGs. Harris R. A full description of the observations is given in Table 1.
In this paper, we present the first instalment of data-ofa3 We note that during the observations of the HE0940-1050

survey of LBGs within wide 4 30") fields centred on bright ~ 3 field, there was a malfunction of one of the 8 CCDs leaving a gap

QSOs. We discuss the imaging and spectroscopic obsersatiwn of =~ & x 18’ in the field of view. The remaining CCDs provided

latter including a search for redshift offsets in the LBG cips unaffected data however, which we use here.

followed by an analysis of the clustering and dynamics ol tB& The MOSAIC Imagers each have a field of viewséf x 36/,

galaxy populations in our fields. In a further paper (Crighes al. covered by 82048 x 4092 CCDs. Adjacent chips are separated

2010), we present the analysis of the relationship betwdg@d by a gap of up td2” and we have therefore performed a dithered

and the surrounding IGM via QSO sight-lines, with the inteht observing strategy for the acquisition of all our imagingaddor

further investigating the extent and impact of galacticdgion the all observations we took bias frames, sky flats (during ghilipe-

IGM. riods), dome flats and also observed Landolt (1992) starstard
The structure of this paper is as follows. We provide theitieta  fields with each filter on each night of observation for thetrat

of our imaging survey in sectidd 2, covering observatiors data tion process.

reduction. In sectiofl3, we present VLT VIMOS spectroscaie In the Q0042-2627 and J1201+0116 fields, we also use imag-
servations, describing the data reduction and object ifitzation ing from the VLT VIMOS instrument with the broadband R filter.
processes. Sectibh 4 presents a clustering analysis ofitiierpet- VIMOS consists of 4 CCDs each covering an are&’of &', with
rically and spectroscopically identified objects and wesfiniith gaps of2’ between adjacent chips. The fields were observed with 4
our conclusions and summary in secfidn 5. Unless statedvwites separate pointings, witkt 1’ overlap between adjacent pointings.

we use arf),, = 0.3, Qa = 0.7, Ho = 100k kms~'Mpc~! flat

ACDM cosmology, whilst all magnitudes are quoted in the Vega 23 Data Reduction

system.
All data taken using the MOSAIC Imagers were reduced usiag th
MSCREDpackage withinRAF, in accordance with the NOAO Deep
Wide-Field Survey guidelines of Januzzi et al. (2003). Biaages
2 IMAGING :
were created usingEROCOMBINE and dome and sky-flats were
2.1 Target fields processed usingCDPROC Removal of the “pupil-ghost” artifact
. L . was performed for th&-band calibration and science images using
The full VLT survey comprises 45 VIMOS pointings across nine MSCPUPIL

quasar fields. In this paper we analyse an initial sample qiol®t- The science images were processed US@QPROC Cosmic

ings across 5 fields, where we have reduced and identified LBG ray rejection was performed WithRAVERAGE in the early data-
spectra. The r.emaining 'TBG ob§ervations will be pf?se"m“" reductions (HE0940-1050 and PS2126-158), whilst in ther lag-
ture paper. High-resolution optical spectra are availédeall of ductions, CRREJECTwas used. TheEIXPIX task was used to re-

the QSOs, which are at declinations appropriate for obn’e_nsa move marked bad-pixels and cosmic-rays from the imagesgusi
from the VLT at Cerro Paranal. The selected quasars for tpep the interpolation setting

are Q0042-2627 (2=3.29), SDSS J0124+0044 (z=3.84), HE0940 Deprojection of the images was performed usingMsE€IM-
1050 (2=3.05), SDSS J1201+0116 (2=3.23) and PKS2126-158 AGE task, with optimization of the astrometry conducted using

(2=3.28). Q0042-2627 has been observed by Willigeriel abg) MSCCMATCH. Large-scale sky-variations were removed from sci-

using theCArgusanulltlfllbre ?A[‘Jectr_ogragfllj on the Blag_cl:_? 4m-tele ence images usingsCsSKYSuBand the resultant final images were
scope at Cerro Tololo Inter-American Observatory (CTIOJ as combined USINMSCIMATCH andMSCSTACK

part of the Large Bright QSO Survey (LBQS) using Keck/HIRES For the HE0940-1050 and PKS 2126-158, short exposure
= D )

(Hewett et all 1995, F_’lchon etial. (-_2003) obse_rved HEO 1 imaging was obtained. These were used in the selection of QSO

and PKS2126-158 using the Ultraviolet and Visual EchellecsSp candidates (at brighter magnitudes than the LBG candiglates

trograph (UV,ES) on the VLT and SDSS,‘10124+0044 .has been ob- these fields and were reduced and combined in the same way as

served by Péroux etil. (2005) also using UVES. Finally, SDS the long exposure images described above. As there arealiypic

J1201+0116 has been obseryed by the SDSS tegm using theonly one or two short exposures per filter, the gaps between th
SLOAN spectrograph and by O'Meara et al. (2007) using the-Mag CCDs still exist in the final short images, and no extra effeas
ellan Inamori Kyocera Echelle (MIKE) high resolution speet made to remove blemishes by hand

graph on the Magellan 6.5m telescope at Las Campanas Observa The data reduction for th&-band imaging from VLT VIMOS

tory. was performed using the VIMOS pipeline. Again bias framesewe
subtracted and the images were flat fielded using dome flats ac-
quired on the night of observation. Individual exposuresexben
deprojected and stacked using tR@/ARP software |(Bertin et al.
The imaging for our 5 selected fields was obtained using a com-[2002).

bination of the MOSAIC Imager on the Mayall 4-m telescope at
KPNO, the MOSAIC-II Imager on the Blanco 4-m at CTIO and
VLT VIMOS in imaging mode. Q0042-2627, HE0940-1050 and
PKS2126-158 were all observed at CTIO between January 2004 We performed object extraction usisgXTRACTOR with a detec-
and April 2005. J0124+0044 and J1201+0116 were observed attion threshold of 1.2 and a minimum object size of 5 pixels. Object

2.2 Observations

2.4 Photometry
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Table 1. Details of the imaging data acquired in each of our five tafigils. Coordinates are given for the imaging centre, wtsamot necessarily the same

as the position of the bright corresponding QSO.

Field «a 1) Facility Band Exptime Seeing Depth
(J2000) (s) 50% comp. 3
Q0042-2627 00:46:45  -25:42:35 CTIO/MOSAIC2 U 12,600 1.8 24.09 26.16
B 3,300 1.4 25.15 26.93
VLT/VIMOS R 235 1.7 24.72 25.79
J0124+0044 01:24:03 +00:44:32 KPNO/MOSAIC U 13,400 1.5" 25.60
B 2,800 1.5” 26.44
\% 3,100 1.4" 26.14
1 7,500 1.1” 24.48 25.75
HE0940-1050 09:42:53 -11:04:25 CTIO/MOSAIC2 U 29,000 1.3 25.69 26.75
B 4,800 1.3 25.62 26.66
R 2,250 1.0 25.44 26.24
J1201+0116 12:01:43 +01:16:05 KPNO/MOSAIC U 9,900 1.6 24.50 26.11
B 6,000 2.4 24.43 26.56
VLT/VIMOS R 235 0.7 25.47 26.24
PKS2126-158 21:29:12  -15:38:42  CTIO/MOSAIC2 U 26,400 1.3 25.08 26.97
B 7,800 1.6 24.94 27.49
R 6,400 1.9 24.65 26.79
detection was performed on the-band images and fluxes were 5. : : : :
calculated in all bands using Kron, fixed-width (with a diaere 10°¢ v QUo42-2627
of twice the image seeing FWHM) and isophotal width apegure o  HE0940-1050 x
Zeropoints for each of the observations were calculateih fitee A J1201+0116 xox
Landolt standard-star field observations made during tkerving o PKS2126-158 0.9°® ; >
runs and we correct the photometry for galactic extinctisingithe R x  Metcalfe et al 2001 Lo "
dust maps of Schlegel etlal. (1998). Each of the standardistd 2 10* 2 g * T . E
images were processed using the same method as for theescienc L% . a, A .
frames. The depths reached in ffie B and R bands for each field o a ¢ A
are given in tablE]1. We quote tBe depths, which give the limit =3 . “
for detecting an object 5 pixels in size with a signaBef the back- o a “
ground RMS detection, and tt% completeness level. TH®% 2 sl a |
completeness levels are calculated by systematicallyrgasim- z 10 ; A S ]
ulated point-source objects in the final stacked imagesffatreint 2
magnitudes. Th60% level is then the magnitude at which we are 4
able to recoveb0% of simulated sources. a9
The U, B and R number counts from the 4 fields are plotted 5 .
in Figs[1 td8. In general the counts turnoverab.5mag brighter 10 T L L L
than the 50% completeness limits, consistent with the cooging 18 20 22 24 26
dominated by extended sources (whilst the completenegts ke U

estimated using simulated point-sources). We plot for amspn

the number counts of Metcalfe et al. (2001). All counts aemfr
our MOSAIC data except for the R band counts of Q0042-2627
and J1201+0116, which are from the VLT VIMOS. The imaging
in the J1201+0116 field was taken during relatively poor regei
conditions during observations at CTIO and so reachesastel
depths than the other fields. For these plots, stars have reeen
moved using th6EXTRACTOR CLASSSTAR estimator with a limit

of CLASSSTAR < 0.8.

2.5 Selection Criteria

We perform a photometric selection based on that of Steids| e
(1996, 2003), but applied to tHé, B and R band imaging avail-
able from our imaging survey. Aslin Steidel et al. (2003) eies-
tion takes advantage of the Lyman-Break atAland the Lyr-

Figure 1. U-band number counts from the four fields Q0042-2627 (black
crosses), HE0940-1050 (diamonds), J1201+0116 (trianglesPKS2126-
158 (squares). The counts|of Metcalfe etlal. (2001) from tliléat Her-
schel Deep Field are shown for comparison (red crosses).

forest passing through th&-band and into theB-band in the
redshift range2.0 < z < 3.5. To establish the selection in the
VegaU B R system, we convert from the Steidel et al. (2003) selec-
tions using the photometric transformations of Steidel &rtiton
(2993), moving from thelU,GR AB system to the Johnson-
Morgan/Kron-Cousins Vega photometry. The approximatastra
formations |(Steidel & Hamiltoh 1993) are as follows, = U +
0.75, G = B — 0.17 and R = R + 0.14 and transform the
Steidel et al.|(2003) selection {& — R) < 1.51 and(U — B) >
(B—R)—0.23.
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Figure 2. B-band number counts from the four fields Q0042-2627 (black
crosses), HE0940-1050 (diamonds), J1201+0116 (triangles PKS2126-
158 (squares). The counts|of Metcalfe etlal. (2001) from tlilea Her-
schel Deep Field are shown for comparison (red crosses).
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Figure 3. R-band number counts from the four fields Q0042-2627 (black
crosses), HE0940-1050 (diamonds), J1201+0116 (triangles PKS2126-
158 (squares). The counts|of Metcalfe etlal. (2001) from tlieai Her-
schel Deep Field are shown for comparison (red crosses).

We also take into account model colour tracks calculated us-
ing GALAXEV (Bruzual & Charlot 2003). The tracks are shown
in Figs.[4 andb (solid black curves). We use a Salpeter initia
mass-function, assuming solar metallicity with a galaxyrfed at
z = 6.2 (i.e. with an age of 12.6 Gyr at = 0) and ar = 9 Gyr
exponential SFR. The three different curves show the effedust
extinction with a model given by (left to right), = 0.5, 7, = 1.0
andr, = 2.0, wherer,, = 2.0, wherer, is the effective absorption
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(Charlot & Fall| 2000). The models agree well with the tramsfo
mation of the _Steidel et al. (2003) selection criteria, @ligh the
dustier models do suggest a greater extension otthe 3 pop-
ulation to higher values of B — R) than the_Steidel et al. (2003)
criteria.

Based on the models and the Steidel et al. (2003) criteria, we
develop a number of selection criteria in i3 R system. The key
modifications that we make from our initial colour-cut esites
based on the _Steidel et/al. (2003) cuts are to extend thetisglec
further redwards ifB — R) and to alignthéU — B) — (B — R)
axis with the stellar locus in th& BR plane, which has a slope of
(U — B) ~ 1.25(B — R). We note that the first of these modi-
fications risks increasing the number of contaminants infahe
of M-stars (Steidel & Hamiltaon 1993) and the second incredise
risk of contaminants in the form of lower redshift galaxietw-
ever, given the large number of slits available to us with\thé&
VIMOS spectrograph, we deem the risk of increased level®nf ¢
tamination acceptable, whilst extending the colour-cats allow
the observation of dusty > 3 objects as well as ~ 3 galax-
ies which may be scattered out of the primary selection avea d
to photometric errors on these faint objects. As such we oge f
selection criteria with different priorities for spectoapic obser-
vation (taking advantage of the object priority system iraaging
the VIMOS slit masks). These selection criteria are as fato

e LBG_PRI1

(i) 23 < R< 255
(i) U-B>05
(i) B—R < 0.8(U — B) + 0.6
(v) B—R<22

e LBG_PRI2

(i) 23 < R< 255
(i) U~ B> 00
(i) B—R < 0.8(U — B) + 0.8
(v) B—R<28

e LBG_PRI3

(i) 23 < R< 255
(i) —0.5<U—B<0.0
(i) B—R < 0.8(U — B) + 0.6

e LBG_DROP

~
~

() 23<R<255
(ii) No U detection
(i) B—R<22

LBG_PRI1 is our primary sample and selects candidates that
are expected to be the most likelys < z < 3.0 galaxies. The
LBG_PRI2 sample targets objects with colours closer to the main
sequence of low-redshift galaxies than the LB&I1 objects. This
sample is therefore expected to include a greater level of co
tamination from low redshift galaxies. In addition, basedtbe
path of the evolution tracks in Figsl 4 apH 5, we also expegt th
z > 2.5 population that this selection samples to have, on aver-
age, a lower redshift than the LBBRI1 sample. The next selec-
tion sample, LBGPRI3, takes this further and is intended to target
a2.0 < z < 3.0 galaxy redshift based on the evolution tracks. Fi-
nally, we select a sample @f-dropout objects (LBAROP) with
detections in only ouB and R band data.

In none of the above samples do we attempt to remove stellar-
like objects due to the risk of losing good LBG candidatese Th
half-light radius ofz ~ 3 LBGs has been shown to be on average
0.4" and so will not be resolved in our data, which is mostly taken
under conditions of- 0.8” seeing.
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We apply these selection criteria to four of our QSO fields:

As described earlier, the VIMOS camera consists of four CCDs

Q0042-2627, HE0940-1050, J1201+0116 and PKS2126-158. Theeach with a field of view of”’ x &', arranged in a square config-

candidate selection for the J0124+0044 field was perforrepd-s
rately and is discussed in Bouché & Lowenthal (2004). Fbsnd
show the four selection criteria applied to these four §ielthe
selection boundaries are shown by the red, green and blefiin
the LBG.PRI1, LBGPRI2 and LBGPRI3 selections respectively.
Objects selected as candidates by each criteria set arendpw
red, green, blue and cyan points for the LBRRI1, LBGPRIZ2,
LBG_PRI3 and LBGDROP selections respectively. The grey con-
tours in each plot show the extent of the complete galaxy ladipn

in each of the fields.

Returning to the depths of our fields, we now compare these
to those of previous studies in the selection of LBGs. We note
that Steidel et al! (2003) used photometry with meard&pths of
(o(Un)) =28.3, (6(@)) = 28.6 and(c(R)) = 28.0, whilst their
imposedR band limit wasR = 25.5. Using the transformations of
Steidel & Hamilton [(1993), the Steidel et al. (2003) timits cor-
respond ta/ = 27.55, B = 28.77 and R = 27.86 in the Vega
system. Comparing this to the average depths in our own fielels
have mear8o depths ofU = 26.2, B = 26.8 and R = 26.3,
which equate tdo depths ofU = 27.4, B = 28.0 andR = 27.5,
largely comparable to the Steidel et al. (2003) imaging.data

uration, with2’ gaps between the field-of-views of adjacent chips.
Each observation therefore covers a field of view@f x 18’ with
224 arcmin? being covered by the CCDs. The instrument was set
up with the low-resolution blue grating (LRlue) in conjunction
with the OSBIlue filter, giving a wavelength coverage of 370
67004 and a resolution of 180 with” slits, corresponding to 28
FWHM at 500@. The dispersion with this setting is RJer pixel.
We note that this configuration also projects the zerothatiffon
order onto the CCDs.

Given the size of our imaging field8q x 36') it was possible
to target 4 distinct sub-fields with the VIMOS field of view. We
have therefore observed a total of 19 sub-fields across oetds fi
i.e. 4 sub-fields in each field except for HE0940-1050 in wloicly
3 sub-fields were achievable due to the CCD malfunction durin
the imaging observations. Each sub-field was observed Witk
1,000s exposures, apart from sub-field three of the PKS2126-158,
which was observed with only x 1,000s due to time constraints
in the VIMOS schedule. All observations were performed wmiyri
dark time, with< 0.8” seeing and< 1.3 air mass.

Slit masks for each quadrant of each sub-field were designed
using the standard VIMOS mask software, VMMPS. We used min-

The numbers of objects selected by each selection for eachimum slit lengths o8”, which equates to 40 pixels given the pixel

field are given in Tabl€]2. These candidate selections wesd us
as the basis for the spectroscopic work which is describetien
following sections.

2.6 QSO Candidate Selection

At redshifts ofz ~ 3, the observed optical spectra of QSOs and
galaxies exhibit similar shapes, both being heavily infagshby
the Lyman break feature. We therefore add to our targets daum
of QSO candidates in each field (except J0124+0044) usinfplthe
lowing selection, which is closely based on our high-ptioti ~ 3
LBG selection:

() CLASS.STAR> 0.8

iy U—B>05

(i) B—R<0.8(U —B)+0.8

(iv) 0.0<B—-—R<22

The magnitude limits used with this selection wete< R <
23 in the Q0042-2627 and J1201+0116 fields afdk R < 22in
the HE0940-1050 and PKS2126-158 fields for which we had ob-
tained shallow imaging and could therefore select brigbbgects
more reliably.

As with the LBGs, QSOs at > 2 may be selected by the pas-
sage of the Lyman-break through theband (e.g. Richards etlal.
2009). This selection is therefore based on the LBG selechiot
constrained to brighter magnitudes and stellar-like dbjemly.

scale 0f0.205" /pixel. With the effectively point-like nature of our
sources and our maximum seeing constrair.8f’ this allows us

a minimum of~ 7" for sky spectra per slit (with which to per-
form the sky-subtraction when extracting the spectra)ngyshe
VMMPS software with the LRBlue grism we were able to tar-
get up to~ 60 — 70 objects per quadrant (i.es 250 objects
per sub-field), depending on the sky density of the candidbte
jects. For the spectroscopic observations, we predontjnased
the selections as given in sect[on]2.5, however to optintigespec-
troscopic observations some flexibility was employed inlding
small numbers of objects outside the selection criteriavéler,
we note that the LB@’RI3 selection was not employed in the spec-
troscopic observations in the first observations (i.e. thteeovations
of HE0940-1050 and PKS2126-158), whilst the magnitudetlimi
used for selecting objects to observe for later fields wasaed
from R = 25.5 to R = 25. The total number of spectroscopically
observed objects was 3,562.

3.2 Datareduction

Bias frames were obtained by the VLT service observers aiehe
ginning of each night of observations. Lamp-flats were adé@n
with each of the masks with the observation setup in plaeettie
OSBlue filter and LRBIlue grism). These were also taken by the
service observers at the beginning of each night's obdervairc
frames were taken during the night with each of the masksthéh

This selection gives 71, 39, 15 and 38 QSO candidates in the LR _Blue grism and OBlue filter.

Q0042-2627, HE0940-1050, J1201+0116 and PKS2126-158 field
respectively. Note that only a small number of these haveadigt
been observed spectroscopically as the LBG candidatesretha
the higher priority.

3 SPECTROSCOPY
3.1 Observations

We observed our LBG candidates using the VIMOS instrument on
the VLT UT3 (Melipal) between September 2005 and March 2007.

Data reduction was performed using the VIMOS pipeline soft-
ware, ESOREX. Firstly the bias frames were combined to form a
master bias using VMBIAS. The flat frames were then processed
and combined using the VMSPFLAT recipe. VMSPCALDISP was
then used to process (bias subtract and flat-field) the aig éxymo-
sure and to determine the spectral distortions of the ingni. We
measured a mean RMS on the inverse dispersion solution gDS)
2.340.6 A. With the bias, flat and arc exposures all processed, the
object frames were reduced and combined using the VMMOSOB-
SSTARE recipe to produce the reduced 2-D spectra. The spectr
have not been fully flux calibrated, however we have applied t
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Figure 4. Our selection criteria i/ B R colour space shown for the Q0042-2627 (left) and HE094®1@ght). The red line and points show the LBERI1
selection, the green line and points show the LBRI1 selection, the blue line and points show the LBRBI3 selection and the cyan lineldt— B = 4.5

shows the LBGDROP selection. The grey contours show the entire galaxylptipn in the fields. The black lines show the galaxy evolutmodel for a
galaxy with ar = 9Gyr exponential SFR formed at= 6.2 and are labelled with values of observed redshift from 3.83to z = 0.

Table 2. Number of candidate high redshift objects in each of thecsetefields. Note that candidates in the J0124+0044 weretsdl@s described in
Bouché & Lowenthall(2004) and not using the four selectidteda sets described in this paper.

Field LBG.PRI1 LBGPRI2 LBGPRI3 LBGDROP Total
Q0042-2627 1,366 1,381 650 1,390 4,787
J0124+0044 3,679
HE0940-1050 1,646 2,249 741 1,042 5,678
J1201+0116 477 487 469 606 2,029
PKS2126-158 1,380 2,119 713 667 4,879
Total 4,869 6,236 2,573 3,705 21,062
Observed spectroscopically 730 569 256 999 2,554

master response curves for the IBRie grism to correct for the after sky-subtraction were the strong sky emission lind$5Ey7
effects of the grism as a function of wavelength. A [Nal]5890 A and [OI]6300A.

We extract the 1-D spectra using purpose-written IDL rou- We estimate the signal-to-noise by taking the RMS of the sky
tines. For each spectrum, we first fit the shape of the spectrum aperture in each wavelength bin and dividingp¥.,, wheren.,
across the slit. This is implemented by binning the 2-D apert is the width of the aperture used to extract the 1-D spectriim o

along the dispersion axis and then fitting a Gaussian proficth given object. Figll6 shows the mean signal-to-noise pelutisn

bin to find the centre of the object signal in each bin. We then fi element (i.e. Zé) in the wavelength range 4186 ) <5308

the resultant spread in the central pixel with a 4th ordeympaial in our sky-subtracted spectra as a function of soutdeand mag-
function. We then lay an object aperture with a widtmgf, pixels nitude. The selected range covers many of the key emissidn an
over the object and a sky aperture covering all of the usdylees absorption lines exhibited in LBGs in the redshift rage < z <
gion in the slit. The object and sky spectra are then takere@g b 3.5, whilst excluding the strong sky lines. The points in Eighéw

the mean over the widths of their respective apertureslifinee the mean spectrum SNR per resolution element, whilst thar err
subtract the sky spectrum from the object spectrum to prethe bars show the standard deviation within each bin. In thetdain

final object spectrum. The dominant remaining sky-contaidm bin (25.25 < R < 25.5), we achieve a mean continuum signal-to-
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Figure 5. As in Fig.[4 but for the J1201+0116 and PKS2126-158 fields {gefight).

Table 3. Details of the spectroscopic data acquired in each of outdinget fields. Coordinates are given for the targeting eemiteach sub-field.

Field Sub-field «a é Dates Exp time Seeing
(32000) (32000) (s)
Q0042-2627 fi 00:45:11.14 -26:04:22.0 8-10,15/08/2007 10, 000 0.6 —1.0”
Q0042-2627 f2 00:43:57.30 -26:04:22.0 18-19/08/2007 &@R007 10, 000 0.9 —1.0”
Q0042-2627 3 00:45:10.35 -26:19:06.9 11-12/09/2007 10,000 0.9 —1.0"
Q0042-2627 f4 00:43:55.97 -26:19:16.1 7,10/09/2007 10, 000 0.9 —1.0”
J0124+0044 f1 01:24:41.82 +00:52:18.8  1-2,4/11/2005 10, 000 0.8 —0.9”
J0124+0044 f2 01:23:32.06 +00:52:13.1  5,29,31/10/2005 10, 000 0.6 — 1.0”
J0124+0044 3 01:23:31.29 +00:37:02.0  19-20/09/2007 10, 000 0.8 —1.0"
J0124+0044 f4 01:24:41.86 +00:36:51.4  4/12/2005 & 220862 10, 000 0.8 —0.9”
HE0940-1050 fi 09:42:08.02 -11:08:14.2 26-27,29/01/2006 10,000 0.5 —0.8"
HE0940-1050 f2 09:43:21.53 -11:08:35.0 30-31/01/20085/02/2006 & 1/03/2006 10, 000 0.5 —1.0"
HE0940-1050 3 09:43:21.58 -10:54:31.8 14,19/12/2007 £HBR008 10, 000 0.6 —1.0”
J1201+0116 fl 12:02:14.01 +01:09:09.9 13-15/04/2007 &4/2007 10, 000 0.6 — 1.0”
J1201+0116 f2 12:01:10.01 +01:09:09.9  23/04/2007 & 84/03/2007 10, 000 0.4 —0.9"
J1201+0116 f3 12:01:10.04 +01:24:09.8 16-17/05/2007 10, 000 0.5 —0.9"
J1201+0116 f4 12:02:14.07 +01:24:08.0 18/05/2007 & 6/82/2008 10, 000 0.6 —0.7"
PKS2126-158 fl 21:29:59.57 -15:31:30.2 17/08/2006 & 28169/2006 10, 000 0.7 —1.0"
PKS2126-158 f2 21:28:46.20 -15:31:29.9 5-6/08/2005 10,000 0.6 —1.0”
PKS2126-158 3 21:30:00.41 -15:47:18.3 27/09/2006 4,000 0.8 —1.0”
PKS2126-158 f4 21:28:46.27 -15:47:11.9 9-11,25,29/08820 10, 000 0.7 —0.9”
noise ofa 3.5. This rises to a continuum signal-to-noise9 for 3.3 Object Identification

our brightest object28 < R < 23.25).
g : ¢ ) We perform the object identification for each slit individlyeby

eye. Given the wavelength range covered by theBl&e grism
combined with the redshift range of our targéts; z < 3.5, there
are several key spectral features that facilitate the ifiieation of
those targets. These are primarily:
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Figure 6. Mean signal-to-noise per resolution elementAp& the wave-
length range 4100< A <530QA as a function ofR-band magnitude in
our VLT VIMOS spectra with integration times of 10,000s.

Lyman limit, 9124;

Ly emission/absorption, 1086

OVI 10328, 10384;

Lya forest,<1215.6A;

Ly« emission/absorption, 121547
Inter-stellar medium (ISM) absorption lines:

Sill 1260.4;

OI+Sill 1303A;

Cll 1334A;

SilV doublet 1394 & 1403A;
Sill 1527A;

Fell 1608\;

Alll 1670A:;

CIV doublet absorption/emission, 1548-1%60

The most prominent of these features is most frequently the
Lya emission/absorption feature at 121 However, as discussed
bylShapley et al. (2003), the observed optical (rest-frardg dab-
sorption and emission features are thought to originata o out-
flowing shell of material surrounding the core nebular ragibthe
galaxy. These features do not therefore represent theifiealstne
rest-frame of the galaxy but in fact of these outflows.

For each confirmed LBG we measure independently the red-
shift of the Lyce emission/absorption feature and the redshift of the
ISM absorption features. In order to measure tha kgdshift, we
fit the feature with a Gaussian function allowing the ampléu
central wavelength and width to be free parameters. Frosethe
we determine the redshift and line-width of the feature. Ween
that absorption blue-wards of the emission wavelengthiypresl an
asymmetry in the observed emission line, however given thé-m
est resolution of our observations the Gaussian fit is pediero
any more complex asymmetric fitting to the emission line.

We have performed an estimate of the accuracy of our red-
shift results by repeating the spectral line fitting methatthwwnock
spectra. Each mock spectrum consists of a single GaussisA em
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Figure 7. Estimate of the accuracy of the Gaussian line-fitting based o
iteratively fitting mock spectra with Gaussian random noiee open cir-
cles show the results of applying the fitting method to a sireghission
line spectrum with a range of signal-to-noise (where thedigo-noise is
defined as the ratio between the peak signal and the widtredb#ussian
noise). The blue triangles show the result of the same medipptied to

a simple absorption line spectrum including the ISM lineit GZGOA),
OI+Sill (13034), CII (13364) and SilV (1393, 14024).

sion line (i.e.f = Ae~(*—*)*/27%) gt a random redshift in the
range2.5 < z < 3.5 and a FWHM of1680 kms ™" corresponding
to a Gaussian width of = 850 kms™* (equivalent to the resolu-
tion of the instrument). Gaussian random noise was thendatide
the basic emission line shape to give the required signabise.
For each mock spectrum, we then performed the Gaussiaryfittin
iteratively performing the process for a totall@f* mock spectra at

a given signal-to-noise. The difference between the inpdshift
and the Gaussian line fitting redshift was then measurechftr ef
the iterations and the error estimated from the distrilbutbthis
difference in input and measurement. The process was exheat
increasing the emission line peak flux from 1 to2the Gaussian
noise width.

The results are given in Figl 7, where the measured accwsacy i
plotted as a function of the calculated signal-to-noisd @iecles).
Further to this, we measure the distribution obhLgmission peak
signal-to-noise in our galaxy sample, which is shown in Bigs a
percentage of the total number of LBGs exhibitingaLgmission.

If we now compare these two plots, we see thadi0% of our emis-
sion line LBGs have an emission line signal-to-noise-df, which
suggests thai0% of the Lya emission line redshifts have velocity
errors of less thars 550 kms™". Further, the median Ly emis-
sion line signal-to-noise isz 5.5 which gives a velocity error of
~ 400 kms~*. Our higher quality spectra (i.e. the t@p%) how-
ever, are estimated to achieve velocity errors on the égnission
line redshifts as small as 200 kms™*.

Where feasible, we also attempt to measure the redshifeof th
ISM absorption lines based on the Sill, OI+Sill, Cll and Sdvu-
blet (despite being a mixture of high and low ionization finge
note that they are all measured to have comparable veloffity o
sets in Shapley et al. 2003, at least within the resolutiorstaints
afforded by our observations). We primarily use absorptines
between1215A < \...: < 1500A as these remain within the

~

wavelength coverage of the low-resolution blue grism okerftill
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Figure 8. The distribution of Lyx emission line (red stars) and ISM absorp-
tion line (blue circles) signal-to-noise measurementsunldBG sample.
The calculated signal-to-noise is the ratio between thesiomn/absorption
line peak (after subtracting the continuum) and the medsooése. The fi-
nal ISM signal-to-noise value is taken as the median of theutzed values
for the ISM lines used. See F[g. 7 for the estimated veloaityre based on
the feature signal-to-noise.

redshift range (i.€2 < z < 3.5) of our survey. Measuring the indi-
vidual absorption lines in most of our spectra is difficukegi the
SNR of the absorption features in our spectra, however dlityab
to estimate the redshift of the ISM lines can be greatly inmpdoby
attempting to determine the mean ISM redshift by fitting the fi
lines simultaneously.

To evaluate this method we repeat the iterative error aisalys
performed for the Ly emission line fitting, but fitting five absorp-
tion lines (withorsa = 850 kms™!) simultaneously. Again we
measure the offset between the input redshift and the oregahift
measured from the Gaussian line fitting. The result is agaitteol
in Fig.[4 (blue triangles), whilst the distribution of ISMgsial-to-
noise measurements in the data is again given in[Fig. 8. Tigis s
gests that we may reasonably expect a significant improveimen
the estimated redshift compared to measuring just a siimge\We
now predict an accuracy ¢ 200 kms™' at a signal-to-noise of
~ 3, which based on Fif]8 accounts &% of our sample.

With the Lya and ISM redshifts determined, we estimated the
intrinsic redshiftszint, Of our LBG sample using the relations of
Adelberger et all (2005a). These relations were derived Egam-
ple of 138 LBGs observed spectroscopically in both the apiad
the near infrared and are based on the offsets found betveen t
Lya plus ISM lines and the nebular emission lines, [OII]37§27
Hg, [OIII]5007A and Ho. These lines are all associated with the
central star-forming regions of LBGs as opposed to the owifigp
material and are thus expected to be more representatite fi
trinsic redshift of a given LBG. The relations lof Adelbergsial.
(2005a) that we use here are as follows:

For LBGs with only a redshift from the Ly emission line we
used:

Zint = 2Lya — 0.0033 — 0.0050(z1ya — 2.7) 1)
For objects with Ly absorption and a measurementzgfy: we
used:

Zint = 2z1sm + 0.0022 + 0.0015(z1sm — 2.7) 2

And for objects with redshifts measured from both thevlgmis-
sion line and the ISM absorption lines we used:

Zine = 2 + 0.070Az — 0.0017 — 0.0010(2 — 2.7)  (3)

wherez is the mean of the Ly redshift ¢1.y«) and the ISM absorp-
tion line redshift ¢1sm) andAz = zrya — z1sm.lAdelberger et al.
(2005a) quote rms scatters @f = 0.0027 (200 kms™'), 0.0033
(250 kms 1) and0.0024 (180 kms™*) respectively for each of the
above relations based on their application to their optcal IR
spectroscopic sample of LBGs.

As well asz ~ 3 galaxies, our selection also samples a num-
ber of contaminating objects. These consist of low-redshifis-
sion line galaxies (identified by [O11]37247 H3, [O111]5007A and
Ha emission), low-redshift Luminous Red Galaxies (LRGs - iden
tified by [O11]3727A emission, Ca H, K absorption and the 4800
break) and faint red stars (mostly M and K-type stars). Wensho
examples of the spectra of several LBGs and contaminant low-
redshift galaxies taken with the VLT VIMOS in this survey iigf8
(note that these are not flux-calibrated spectra).

All identified objects, including stars and low-redshifiae
ies, were assigned a quality rating, g, based on the confidehc
the identification. The value of q was assigned on a scale ofl) t
with 1 being the most confident and 0 being unidentified. AH ob
jects withg < 0.5 were rejected as spurious identifications and are
not included in the spectroscopic catalogue used in theinsiea
of this work. LBGs were generally classified as follows:

e 0.5 - Lya emission or absorption line evident plus some
'noisy’ ISM absorption features.

e 0.6 - Lya emission or absorption plus some ISM absorption
features.

e 0.7 - Lya emission or absorption plus most ISM absorption
features.

e 0.8 - Clear Lyx emission or absorption plus all ISM absorption
features.

e 0.9 - Clear Lyx emission or absorption plus high signal-to-
noise ISM features.

With this classification scheme, we have identified 392, 254,
170, 111 and 93 > 2 galaxies withy =0.5, 0.6, 0.7, 0.8 and 0.9
respectively.

3.4 Sky Density, Completeness & Distribution

We summarize the numbers of objects observed in Thble 4.
Our mean sky density for successfully identified LBGs is
0.24arcmir2, whilst the percentage af > 2 galaxies in the en-
tire observed sample (the success rate given in [dble 4).5®7
The remaining observed objects are a mix of low-redshitixgek,
stars and unidentified objects (generally very low-sigoahdise
spectra). In the worst case field (J1201+0116), we have degrea
number of low-redshift galaxies than high redshift detatdi We
attribute this to the relatively poor depth of the imagingetva-
tions in this field. We also note that the PKS2126-158 fieldtis a
a relatively low galactic latitude and thus was a higher prtipn

of contamination by galactic stars. However, the field stibws a
high proportion ofz > 2 galaxies.

In Fig.[10 and TablE]5 we summarize the redshift distribution
of each of our sample selections in our observed fields. Theativ
redshift distribution across all fields is shown in the botjeanel of
Fig.[10, with the black histogram showing the redshift disttion
from U BV I selected objects from J0124+0044 and the red, green,
blue and cyan histograms showing the LBRI1, LBGPRIZ2,
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Figure 9. Example spectra taken using 10,000s integration time wgghLR Blue grism on the VLT VIMOS instrument. The top two spectra akamples

of contaminating low-redshift galaxies. The remaining Bhgls show LBG spectra exhibiting bothd.yemission and absorption over the redshift range
2 < z < 3.5.ISM lines are also clearly identifiable in the individual GBpectra as is the Lyman limit. Both galaxy redshift and agmaR-band magnitude
(Vega) are quoted for each object. Note that all the abovetigpkave been binned te 16A.

Table 4. Summary of objects identified in the VLT VIMOS observatioiifie success rate is the number of successfully identifiedd &8i@ded the total
number objects observed. Example spectra of the high-ifedskl low-redshift galaxies are shown in Hig. 9. All 10 idiéied z > 2 QSO spectra are provided
in Fig.[18.

Field Subfields  Slits Galaxies QSOs Galaxies Stars Suca#ssr
z>2 z>20 2<20

Q0042-2627 4 876 264)(29arcmin~2) 1 106 5 30.1%

J0124+0044 4 832 264)(29arcmin’2) 0 54 18 31.7%

HE0940-1050 3 501 16®(25arcmin—2) 1 48 36 33.7%

J1201+0116 4 699 12(D)(13arcmin’2) 5 144 72 17.2%

PKS2126-158 4 654 20® (23arcmin~2) 3 49 126 31.0%

Total 19 3562  10200,24arcmin—2) 10 401 257 28.6%
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Figure 10. Differential redshift distribution in each of our fields and
summed over all fields. We show the number counts split bycsele
tion criteria: LBGDROP (cyan histograms), LBBRI1 (red histograms),
LBG_PRI2 (green histograms) and LBERI3 (blue histograms). The mean
redshifts for each selection are given in tddle 5.

LBG_PRI3 and LBGDROP selections respectively. The overall
mean redshift for our confirmed LBG samplezis= 2.85 + 0.34.
It is evident from the redshift distributions that the separselec-
tion sets give slightly differing (but overlapping) segrtein red-
shift space. As may be expected, the LBROP selection is the
most biased towards the higher end of our redshift distivbutvith
an overall mean redshift across all our samples ef 2.99. The
LBG_PRI1 selection provides a redshift rang@6f0+0.32, whilst
the LBG.PRI2 and LBGPRI3 give comparable redshift distribu-
tions of 2.67 £ 0.26 and2.67 =+ 0.31 respectively. We also show
the redshift distributions for each individual field in theptfive
panels of Figl_1l0, with the LBPRI1, LBG.PRI2, LBGPRI3 and
LBG_DRORP identically to that in the "all fields’ plot. In each field
we again see that the LBBRI3 and LBGPRI2 selections pref-
erentially select the lowest redshift ranges followed byd_.BRI1
and LBG.DROP showing the highest redshift range (although this
is less pronounced in the J1201+0116 field in which the intagin
depths were least faint).

We illustrate the distribution of our spectroscopic LBG géen
in each of our 5 fields in Fig.11. The fields are ordered by Rog. t

to bottom and all identified > 2 galaxies (filled blue circles)
are shown along with all known > 2 QSOs identified from the
NASA Extragalactic Database. We also plot the positions 809
identified in our VIMOS observations and AAOmega QSO survey,
which is described further In Crighton et al. (2010).

In Fig.[I2 we plot the number of identified LBGs in magni-
tude bins for each of our fields. The filled histograms show the
cumulative numbers of successfully identified objects I(iding
interlopers as well ag > 2 galaxies) split by their selection
criteria. LBG.DROP selected objects are shown by the cyan his-
togram, LBGPRI1 by the red histogram, LBBRI2 by the green
histogram and LBGPRI3 by the blue histogram. The distribution
of all spectroscopically observed objects is given by tHil dime
histogram in each case. As the J0124+0044 objects were not se
lected using the same selection criteria, these are sireftlyas a
single group shown by the filled black histogram. In all fielde
see that we are successfully identifying objects down tartagni-
tude limit of R= 25.5 (1= 25 in the case of J0124+0044), although
a significant number of objects remain unidentified in eadd ie
the fainter magnitudes as spectral features become mdimtito
discern in the spectra. We note also that the shapes of thiallbve
magnitude distributions are biased more towards brightgzats
in the Q0042-2627 and J1201+0116 fields in which a greater num
ber of LBG_PRI3 objects are included (and also the imaging depths
achieved in these fields are shallower than in the other jields

In Fig.[13, we show the number counts of our photometri-
cally selected LBGs (open red circles) and the estimatedoeum
counts of LBGs (filled red circles) derived from the candédatim-
ber counts and the success rate as a function of magnituae (i.
the number of confirmed LBGs divided by the number of observed
candidates). At faint magnitudes we correct the countsrfoorin-
pleteness in the spectroscopic observations, however wee i@
made any correction for incompleteness in the original pinetry.

The number counts of Steidel et al. (2003) are also plottealys
ing their candidate number counts (open blue triangleshantber
counts corrected for contamination (filled blue triangl@d)e two
data-sets show good agreement over the magnitude rangpkedam

3.5 \Velocity Offsets and Composite spectra

The galaxy spectra contain a wealth of information as itatsd by
the work of_ Shapley et al. (2003). We now look at how our sgectr
compare to previous work in terms of the velocity offsetsasesn
the different spectral features. For the galaxies thathixbioth
measurable Ly emission and ISM absorption lines, we calculate
the velocity offsets between these linésy = vep, — Vaps. The
distribution of Av for our galaxy sample is shown in Flg.]14. The
distribution of velocity offsets exhibits a strong peakiwé@ mean

of (Av) = 625 with a dispersion 0610 kms ™. This compares to

a value measured by Shapley et lal. (2003358 kms ™.

We have produced composite spectra in several éguiva-
lent width bins in order to produce spectra with increasedali
to-noise compared to the individual galaxy spectra. The jofile
can be very complex, consisting of both emission and abisorpt
features and this combination often leads to asymmetritilgso
with a significant amount of absorption blue-wards of the mi
sion line (Shapley et &l. 2003; Kornei etlal. 2010). For theppees
of producing composite spectra of the LBGs, we take a reltiv
simple approach to the measurement of the equivalent wiafths
our galaxy sample. For a given spectrum, we measure an equiva
lent width for the emission line if clearly identifiable arfchbt we
make a measurement of the absorption profile. To do this, we fit
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Table 5. Redshift ranges of > 2 galaxies identified from each of our photometric selections

Field LBG_PRI1 LBG.PRI2 LBGPRI3 LBG.DROP
Q0042-2627 2.744+0.28 2.66+0.26 2.67+0.30 3.04£0.28
J0124+0044 2.86 +0.34
HE0940-1050 3.02+£0.33 2.67+0.29 2.854+0.39 3.10+0.21
J1201+0116  2.71+0.29 245+041 2.61+0.29 2.744+0.33
PKS2126-158 2.98 +0.29 2.72+0.27 n/a 3.30 +0.29
All fields 2.90+£0.32 2.66+0.28 2.67+0.30 2.99+0.36
Dec.
Q0042-2627 Redshift Sa 36 38 40 —285Z AN LAY
2.8 3.0 L ] o4
20 Lol 1 R 113
) 1.2,
<
1.1
) ) 11.0
% Quasars e LBGs \\\\ 10.9
Dec.
J0124+0044 Redshift s 36 38 40 047 .73 1,02
28 3.0 A B S
2.0 - B -
% Quasars o LBGs \\\\
HE0940—1050 Reéisohh‘t 2/43.{/;@/3@/4‘0 0.7
. T 145.9
Do 145.8
R & 145.7 <
. . ox
Lo 145.6
I 1455
* Quasars o | BGs - L ] 145.4
1.00 ?ezcs 1.56
J1201+0116 Redshift 38 40 . . :
- s 39/3’2/_/3.4’/26/./ T 180.7
2.0 A N 180.6
oo {1805
R ® |® 180.4 &
. . *1180.3
%* Quasars o LBGs \\\\\ 7.4180.2
PKS2126-158 Redshift <6 38 40 53
30 3.2 34 {3226
20 22 " "'_ 322.5
322.4 .
<
————— 322.3%
3222
* Quasars - 3322

Figure 11. Distribution in R.A., Declination and redshift for each dfirdfive fields. Spectroscopically confirmed LBGs are markedloy filled circles
and known QSOs by dark red stars. We also identify those QSthdaw-resolution spectra available (red circles, i.e TWIMOS and AAT AAOmega),
medium-resolution spectra (red crosses, i.e. SDSS - SDER 30116 only) and high-resolution spectra (red squaesyLT UVES, Keck HIRES).

a polynomial to the continuum and a Gaussian fit to the lige
profile and estimate the equivalent width from these fits.

The individual LBG spectra were normalized prior to con-
structing the composite, using the median of the rest-frahe
continuum in the rang@300A < Arest S 1500A. After this nor-

malization, we rescale the LBG spectra to the rest-framerand
binned the spectra before combining the samples to prochee t

final composite spectra. We note that all the spectra weileratgd
using the VIMOS master response curves prior to this process

The composite spectra are shown in [Eig. 15 and are split into

(from bottom to top) equivalent width ranges of V—20A (50
galaxies), -28<W<0A (134 galaxies), 8 <W<5A (166 galax-
ies), A<W<10A (218 galaxies), 18<W<20A (181 galaxies),
20A<W<50A (112 galaxies) and W50A (60 galaxies). Between
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LBG_PRI1, LBGPRI2 and LBGDROP photometric selections. The ‘VLT’
densities (filled red circles) are estimated using the fol@itometric den-
sities multiplied by the fraction of successfully identifieBGs from the
VLT spectroscopic observations and are corrected for iptet@ness in
the spectroscopic sample at faint magnitudes. Raw (opem thiangles)
and corrected (filled blue triangles) number counts are sifsmvn from
I.3). Note that we transform ) AB
(Steidel & Hamiltoh

systemR magnitudes by-0.14 to convert t0Rvcga

1993).

a5

160
E PKS2126-158
120

40F

420

315 Al fields (excluding JO124+0044)

O  Unidentified

= LBG_PRI3
LBG_PRI2
LBG_PRI1

105 LBG_DROP

Figure 12. Number counts as a function ofR,, magnitude for all fields,
except for J0124+0044 in whickrg, is used. The shaded histograms show
the numbers of successfully identified objects with the eolmoding the
same as in Fi§. 10: the cyan histogram shows counts of CHR®P objects, 2
the red shows LBGPRI1 objects, the green shows LBZRI2 objects and
the blue shows LBARI1 objects. The unshaded histogram shows the total
number of candidates observed with VLT-VIMOS in each field.ihe gap
between the shaded regions and solid line shows the numbaeid&ntified
objects as a function of magnitude). Contamination levesnfstars and
low-redshift galaxies for each field are given by the daslieel in each
panel.
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3000

Figure 14.Distribution of the velocity offsets between ISM absorptlmes
and the Lyx emission line in individual galaxies from our redshift sur-
vey (solid histogram). We measure a mean velocity offsetvéet Ly
them, the composites incorporate a total of 921 of the - emission and the ISM lines akV = 625 + 510 kms~'. The result of
ple, excluding I:;my objects €vitlz < 0.5 or with significfnm- 'Shapley et 81 (2003), which has a mean6oh ks~ is shown by the
tamination, for example from zeroth order overlap. The keyse dashed histogram.
sion and absorption features are marked and we can immigdiate
identify both absorption and weak emission for the ISM lirigidl,
OI+Sill, Cll, SilV and CIV. All the features have been markatl
z = 0. The offset between the line centres of thedlgmission and As discussed earlier, we also targeted a small number sf 3
the ISM absorption lines is evident in these composite speet QSO candidates selected from @iB R photometry. In combina-
result of the asymmetry of the by potentially combined with an tion with this, due to the similarity in the shape of the speaif
intrinsic difference between the velocities of the soufahe Ly« LBGs and QSOs, the LBG selections also produced a handful of
emission and the ISM absorption features. faint QSOs and AGN. We present the spectra of these inFlg. 16,

3.6 VLT AGN and QSO observations
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Figure 16. Spectra of thee > 2 QSOs observed as part of the VLT VIMOS LBG survey. Redshifid B-band magnitudes are given for each QSO and

significant broad emission features are marked.

whilst the numbers of QSOs in each field are given in table 4. Th
positions of the observed QSOs are also shown inElg. 11.

4 CLUSTERING

In this section we present the clustering analysis of thex

3 galaxy sample, incorporating estimates of the angular-auto
correlation function for our complete LBG candidates cajak
and the redshift space auto-correlation function of ourcspe
scopically confirmed sample. Developing from these estsjate
use a combined sample of the VLT VIMOS LBG data-set and the
Steidel et al.[(2003) data-set to evaluate the 2-D cormaiditinc-
tion and place constraints on the infall parametgrand the bias
paremeterp. Finally, we relate the clustering properties of the
z =~ 3 sample to those of lower-redshift samples.

4.1 Angular Auto-correlation Function

We now evaluate the clustering properties of our candidate a
spectroscopically confirmed LBGs. Using all five of our imagi

fields, we begin by calculating the angular correlation fiarcof
the LBG candidates. We use all LBG candidates selected using
the LBG.PRI1, LBGPRI2, LBGPRI3 and LBGDROP selections
plus the candidates from the J0124+0044 field. The total mumb
of objects is thus 18,489 across an area of 1.8deiyst we create
an artificial galaxy catalogue consisting of a randomly getesl
spatial distribution of points within the fields. The anguéato-
correlation function is then given by the Landy-Szalaymator
(Landy & Szalay 1993):

0 = (DD) — 2(DR) + (RR)
= (RR)

where DD is the number of galaxy-galaxy pairs at a given sep-
aration,f, DR is the number of galaxy-random pairs aR®R is

the number of random-random pairs. The random catalogues we
produced within identical fields of view to the data and wikly s
densities ofl00x the real object sky densities, in order to make
the noise contribution from the random catalogue negigible
estimated the statistical errors on th€d) measurement using the
jack-knife estimator.

4)
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Figure 15.Composite spectra collated from our VLT VIMOS sample. Each
spectrum shows the composite of a sub-sample of the LBGapgtbby
Lya equivalent width measurements. The key UV spectral featdis-
cussed in the text (i.e. kyand Ly3 emission/absorption, ISM absorption
lines) are all evident in these composite spectra.

Measurements ofv(0) in small fields are subject to a bias
known as the integral constraint (elg. Groth & Peehles 11977;
Peebles 1980; Roche etlal. 1993). This is given by:

o’ = % / / w(0)dQdQ (5)
where the ‘truew(0) is then:
w(ﬁ) = <wmeas(9)> + 0'2 (6)

where (wmeas(0)) is the measured correlation function, averaged
across the observed fields, an®) is the correct correlation func-
tion. As in|Roche et al| (2002), we evaluate the integral trairg
using the numbers of random-random pairs in our fields:

1.000 T T T T — T
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Figure 17.The angular correlation functiom;(6), from our imaging fields.
The open stars show the correlation function for the photdoadly se-
lected sample, whilst the filled stars show the same coiwaldtinction
corrected for stellar and < 2 galaxy contamination as described in the
text. The dashed red and solid red lines show the double peaweanodels
fitted to the raw and contamination corrected correlatiorcfions respec-
tively. We also show a model determined from thg v measurements of
daAngela et al.[(2005a) - dash-dot blue line. The blue triangled dot-
ted line show the correlation function and best fitting poilmar model for
the photometrically selected < 2 galaxy population. The blue dash line
gives the result df Adelberger et al. (2005b), with= 4.0 h~1Mpc and

v = 1.57.

o2 = AZ NRR(9)976
- X Nrr(9)

The results of thev () calculation for the full photometrically
selected LBG sample are shown in Fig] 17 (open red stars).

Additionally we show the correlation function, estimated i
the same way, for the remaini2g < R < 25.5 galaxy population
(i.e. all galaxies in the given magnitude range not selebtethe
LBG colour selection - blue triangles). This gives an estewd the
clustering for thez < 2 galaxy population in the LBG fields. Based
on the spectroscopic results, we estimate €&t of the photomet-
ric selection consists of > 2 galaxies whilst the remaining0%
consists of contaminant < 2 galaxies and galactic stars. In order
to determine more accurately the clustering of our selected?2
galaxy population, we therefore correct théd) measurement for
the effects of contamination. The correction is given by:

@)

®)

wherewmeas is the total measured correlation functian, <2 (6)
is the correlation function of the contaminant galaxigs;: is the
fraction of contaminant galaxiesy.sc (9) is the correlation func-
tion of the z > 2 galaxies andfiLsg is the fraction ofz > 2
galaxies. We therefore use the measured correlation imétie.
open red stars in Fif_17) and the measured 2 correlation func-
tion (i.e. blue triangles in Fi§.17) along with the spectasically
measured fractions of > 2 andz < 2 galaxies to estimate the
z > 2 galaxy correlation function (i.evr,5c). The result is shown

wmeas(g) = wz<2(9)f22<2 + wLBG(a)fEBG



by the filled red stars in Fig._17. At all scales we find a higher
measurement of the > 2 correlation function after applying this
correction. We note that ther.sq () measurement shows signs
of a change in slope #& ~ 0.6 — 1’, suggestive of the combina-
tion of one and two halo terms used in Halo Occupation Distrib
tion modeling (HOD, e.d. Abazajian et/al. 2005; Zheng &€t @052
Wake et al. 2008; Zheng etlal. 2009).

We now quantify the clustering amplitude of the raw and cor-
rectedw(#) measurements using a simple power-law fit, with con-
stantsA,, andd such that:

w(0) = Ay’ (9)

Fitting to the data to the large scale clusteriog®{ < 6 <
10") for the uncorrectedv(f) we obtain best fit parameters of
Ap = 1.08 + 0.27 x 10~*ded ands = 0.767097. Using the
same angular range with the correcte{¥) gives parameters of
A = 1851531 x 10~ 3ded ands = 0.82113. We also perform
a fit to thez < 2 correlation function. In this case, the cluster-
ing is fit by a power law with4,, = 2.31732% x 10~>ded and
8 = 0.577051 (dotted blue line in Fig17).

We now estimate the real-space correlation function,
&(r), from our measurement of(f) using Limber's formula
(Phillipps et al.| 1978) with our measured redshift disttido
(Fig. [I0). This is performed for both the raw(6) and the
contamination-correctea)(0) with a double power-law form of

&(r) given by:

a=(") "< (10)
a=(22) To=n) (12)

where r, is the break at which the power-law is split between

the two power-laws, is the clustering length and is the

slope (which is given byy = 1 + ). We performy? fitting

over thero-y parameter space to both the uncorrected and cor-

rected w(d) results. Firstly for the uncorrected result, we find

ro,2 = 3.147030 h™'Mpc and vy, = 1.817599. For the cor-

rectedw(6), we determine a clustering length above the break of

ro,2 = 4.37702% h™"Mpc, with a slope ofyz = 1.61 £ 0.15.

The full results are given in tablé 6 and the best-fittin@) mod-

els are plotted in Fig.17. We note that for continuity in tleaible

power-law function, the break is found to bergtx~ 1.5 h~'Mpc.
Comparing our result to previous results, Afagela et al.

(20054a) obtained a clustering lengthsef = 4.4875-99 h~Mpc

with a slope ofy = 1.76705% and|Adelberger et all (2003) ob-

tainedry = 3.96 + 0.15 A~ 'Mpc andy = 1.55 + 0.29, both us-

ing a single power-law function fi€(r) = (r/ro) ") to the same

z ~ 3 LBG data [(Steidel et al. 2003). Our sample appears to have

a comparable clustering strength, which is slightly highéren

corrected for stellar/low-redshift galaxy contaminatiénfurther

comparison can be made with the work of Foucaud let al. (2003),

who measured an amplitudeaf = 5.9 + 0.5 h~Mpc from the

w(#) of a sample of 12920.0 < Ras < 24.5 LBG candidates

in the Canada-France Deep Fields Survey (McCracken|et@l)20

Hildebrandt et al. (2007) measure the clustering of LBGh&nGa-

BoDS data and find a clustering lengthrgf= 4.8+ 0.3 h~'Mpc

for a sample 0f22.5 < Rveea < 25.5 galaxies. Subsequently

to this,| Hildebrandt et al! (2009) measured the clusterirapgr-

ties of LBGs selected in thagr filters from the CFHTLS data
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and measured a clustering lengthraf = 4.25 4 0.13 A~ Mpc
with a magnitude limit ofr 45 < 25 and using redshift estimates
based on thelYPERZ photometric code (Bolzonella etlal. 2000).
Our contamination-corrected result appears consistetfit most
previous work, although lower than the result|of Foucaud.et a
(2003).

4.1.1 Slit Collisions

After calculating the angular correlation function, we nege the
redshift information from our spectroscopic survey in arigecon-
firm the clustering properties of the LBGs. However, before w
do this we need to evaluate the extent to which we are limited i
observing close-pairs by the VIMOS instrument set up. Wik t
LR_Blue grism, each dispersed spectrum covers a length of 570
pixels on the CCD. Further to this each slit has a length @adje-
ular to the dispersion axis) in the range of 40-120 pixelseGithe
VIMOS camera pixel scale of 0.20%pixel, each observed object
therefore covers a minimum region®sf120” x 8.2”, in which no
other object can be targeted.

In order to evaluate this effect, we calculate the angulés-au
correlation function for only those candidate objects thate tar-
geted in our spectroscopic survey;;:s(#). To do so we require
a tailored random catalogue that accounts for the geométiyeo
VIMOS CCD layout. We therefore create random catalogues for
each sub-field using a mask based on the layout of the four \BMO
quadrants, excluding any objects that fall within @fegaps be-
tween adjacent CCDs. The sky-density of randoms in eaclfislab-
is set to be20x the sky-density of data points in the corresponding
parent field. From this subset, which consistsx08400 targeted
objects, we calculates;;:s(6) using the Landy-Szalay estimator
(equatiori ). The ratio of + wy;:(6) to the original measurement
of 1 + w(#) (prior to correction for contamination) is shown in
Fig.[18 (open circles). A > 2’ the two correlation functions fol-
low each other closely and give a ratiof1. However at separa-
tions ofd < 2’ we see an increasingly significant loss of clustering
showing the effect of the instrument setup. At redshifts of 3,
the2’ threshold of the effect corresponds to a comoving separatio
of r =~ 2.6 h~'Mpc.

The dashed line in Fi§._18 shows a fit to the ratio between the
slit-affected clustering measurement and the originalsueanent.
We use this fit to provide a weighting factor dependent on kmgu
separationWs;;:(6), which is given by:

1
~ 1—-0.0738-1.052

Applying this weighting function to DD pairs at separatiafs
6 < 2’ then allows the recovery of the original correlation fuonti
from the VIMOS sub-sample correlation function down to sepa
tions of ~ 0.1". Belowd = 0.1’ however we are unable to recre-
ate the original candidate correlation function as no cfies can
be observed below this scale due to the slit lengdHs< 0 < 24”)
used in the VIMOS masks.

Wi (0) (12)

4.2 Semi-Projected Correlation Functionw, (o)

We next present the semi-projected correlation functig(io) for
the 1020¢ > 0.5 VLT LBGs. Here,o is the transverse separation
given by the separation on the sky, whitstvill be its orthogonal,
line-of-sight component. We first estimaig (o) for the full VLT
LBG sample using (Davis & Peebles 1983):
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Table 6. Clustering results based on the raw) and thew(6) corrected for stellar and low-redshift galaxy contamiorti

Ay J 70,1 Y1 70,2 V2
(x10~3ded’) (h~Mpc) (h~1Mpc)
Uncorrected data 1087027 0767097 2161025 —2.49%090% 2697028 —1.60+0.11
Contamination-corrected  1.85705)  0.827015  3.04753% 2487019 437702 1614015

1.2]

1.0

(1+w(0))./(1+w(6))

ozp ]

0.0L e R

0.1 1.0 10.0
6 (arcmin)

Figure 18. Effect of 'slit collisions’ on the measurement of the anguar-
relation function,wg. We show the ratio between the clustering of the en-
tire photometric sample, given by+ w(6), and the clustering measured
from only those objects that have been spectroscopicalgervied using
VLT VIMOS, 1+ wg;4:5(0). The observational constraints incurred due to
the constraint of preventing the dispersed spectra fromayging on the
instrument CCD lead to a significant reduction in the clusgemeasure-
ment atd < 2’. The dashed line shows our parameter fit (equdfidn 12) to
the measured ratio, which we use to correct subsequenechgimeasure-
ments made using the spectroscopic galaxy sample.

wp(o) = 2/ &(o, m)dm (13)
0

We perform the integration over the line of sight range from: 0

to 100 h~*Mpc. This encompasses much of the bulk of the sig-
nificant signal in the correlation function and performitng tcal-
culation over a range of reasonable limits showed the résude
robust. The VLTw, (o) is shown in FiglIP with the best fit cluster-
ing model determined by g fit to the data shown as a dotted line.
For the projected correlation function a simple power lamfof

£(r) gives:
(i)

whereI'() is the Gamma function. We perform the fit to the data
using a fixed value for the slope of the function-of= 1.8. With
this value, we obtaimy = 3.671533 h~'Mpc for the full VLT
sample. Comparing to the initial estimate from th§) measure-
ment in Fig[I8, we find the, (¢) measurement gives a somewhat
lower value forrg. The difference is at the 20 level and given

(14)
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Figure 19. Projected correlation functiony, (o) of the full VLT, Keck
(Steidel et all_ 2003) and the combined samples. The blue-tda#drdot
line represents our best-fit (with = 1.8) to the Keck data ofrg =
4.2070'1% h~'Mpc. The dot-dashed line represents the best 1.8

fit to the VLT sample withrg = 3.67702% h~'Mpc. The solid line
represents the best = 1.8 fit to the combined VLH-Keck sample with

ro = 3.987922 p=1Mpc and the dotted line represents the double-
power-law model fitted to the VLI (6). The dashed line gives the result
of Adelberger et al! (2005b), withy = 4.0 h~!Mpc andy = 1.57.

the level of contamination in the photometric sample, weeekthe
wp (o) measurement to be the more reliable.

We next compare the VLT result to the LBG Keck sample
of |Steidel et al.|(2003). This sample consists of 940 LBGhn t
redshift range2.0 < z < 3.9, with a mean redshift ofz) =
2.96 + 0.29 (compared t@.0 < z < 4.0 and(z) = 2.87 +0.34
for the VLT LBG survey). The survey is based on observations
within 17 individually observed fields, with most of theseirge
~ 8’ x 8’ with a few exceptions (the largest field beigl5’ x 15").
The Keck spectroscopic data covers a total are@adsideg?, with
just a small number of the fields being adjacent. The medista re
frame UV absolute magnitude /1700 = —17.92 4+ 0.02, based
on the commonly used transformations Aé,7oo using the ob-
served magnitude® and G (e.g. | Sawicki & Thompson 2006;
Reddy et al! 2008). With the same method (and the transforma-
tions to R and G AB magnitudes given by Steidel & Hamilton
1993), we estimate a median rest-frame UV absolute magnitud
of Mi700 = —18.19 £ 0.03 for our VLT sample. The samples ap-
pear broadly compatible, with the Keck sample having a maityi
fainter average absolute magnitude, most likely due to teatgr



number of fainter objectsR = 25) observed with the deeper spec-
troscopy obtained for the Keck sample.

Combining the two spectroscopic data-sets gives a total of
1,980 LBGs over a total area Of56deg2. In Fig.[1I9 we further
present the Keck and combined results f@s(c). The VLT re-
sults are slightly lower than for the Keck data in the rarigec
o < 7 h™'Mpc. The result for the combined sample is domi-
nated by Keck pairs fos < 7 h~'Mpc and VLT pairs at larger
scales. The solid line represents the = 4.20701% A~ 'Mpc,
~v = 1.8 fit for the Keck data. The dashed line represents=
3.987013 h~'Mpc, which gives the besy = 1.8 fit to the
VLT +Keck combinedw, data. Also shown is the best = 1.8
fit to the full VLT sample withro = 3.6710 35 h~'Mpc.

To calculatew, (o) for the double power-law(r) that we fit-
ted above to the VLTu(#) we used the relation

)
e VrZ—o2
The dot-dashed line in Fig.]19 then shows that this modelgiles
a good fit to the combined, (¢).

wp(o) =2 (15)

4.3 Redshift-Space Correlation Function

The redshift-space correlation functiofys), is an estimator of
the clustering of a galaxy population as a function of theshéft-
space distances, which is given bys = /o2 + 72. Now, us-
ing the full VLT sample of 1,02¢ > 0.5 spectroscopically con-
firmed z > 2 galaxies, we estimaté(s) using the simple esti-
mator{(s) = DD(s)/DR(s) — 1. Again the random catalogues
were produced individually for each field to match the VIMOS
geometry and witl20x the number of objects as in the associ-
ated data catalogues. The DD pairs were then corrected ifor sl
collisions using the angular weighting function (equafld) ap-
plied to pairs with separations éf < 2’. The result is shown in
Fig.[2Q (filled circles) with Poisson error estimates. Theuaacy

of these errors is supported by analysis of mock catalogersrg
ated from N-body simulations (d&ngela et al. 2005a; Hoyle etlal.
2000). Plotted for comparison is the Keck result as analysed
daAngela et al.|(2005a). Also shown is the combined Mileck
&(s) result.
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Figure 20. Redshift-space clustering functiofs), calculated from 1020
spectroscopically identified LBGs in the full VLT, Keck androbined
samples. Also shown is the result from the 529 LBGs in the 8¢
VLT sample. The models generally adopt the = 1.8, £(r) ampli-
tudes fitted tow, (o). Thus the combined VLFKeck model assumes
ro = 3.98 h~'Mpc and expected velocity dispersionsafw? >1/2=
720 kms~! (VLT) and < w? >1/2= 400 kms~' (Keck). Also shown
is a model withrg = 3.67 h~1Mpc from the full VLT w, (o) result and
< w2 >1/2=1000 kms ™!, improving the VLT fit. A further model with
ro = 4.2 h~'Mpc from the Keckw,, (o) gives a good fit to the Keck(s)
with < w2 >1/2= 600 kms~". Finally, we show the 2-power-law VLT
w(0) model, assumingc w2 >1/2= 1000 kms~'. All models assume
B = 0.48 (see Secf4]4.)

on the work of|(Tummuangpak etlal. In prep). Tummuangpak.et al
(In_prep) use the Galaxies-Intergalactic Medium InteragiCal-
culation (GIMIC, [Crainetal. 2009), which samples a num-
ber of sub-grids of the Millennium Simulation _Springel et al
(2005), populating these with baryons using hydrodynariit s
ulations.| Tummuangpak etlal. (In prep) measure a mean 4ntrin
sic peculiar velocity based on galaxies in the GIMIC simu-
lations in redshift slices at 3.06 and find a value of

The VLT and Keck samples show good agreement at separa-~ 140 kms™'. Combining this in quadrature with the esti-

tions of s > 8 h~'Mpc, however the VLT sample shows a signif-
icant drop in clustering strength at< s < 8 h~'Mpc compared
to the Keck measurement. This seems at odds withuilte result,
which points to the two samples having similar clusterimgragths.
However, we note that the estimate of the line-of-sightatlises is
sensitive to any intrinsic peculiar velocities and als@eston the
redshift estimate, which will have a consequent effect enntiea-
sured redshift space correlation function. In additiorhis,tthe pe-
culiar velocities are an important element in the crossetation
between the galaxy population and thecolfgrest, which is pre-
sented with this galaxy samplelin Crighton et al. (2010). Wéze-

mated measurement errors gives an overall velocity digpers
of 0. = /(450 kms~1)2 + (200 kms )2 4 (140 kms~1)2 =~
510 kms™'. The expected overall VLT pairwise velocity disper-
sion is therefore< w? >'/2= /2 x 510 ~ 720 kms~!. Sub-
stituting a Ly emission-line velocity error o150 kms ™' (based
on a measurement error &fz = 0.002 from |Steidel et al. 2003) in
the above expression similarly implies an expected? >'/?~
400 kms ™! for the Keck pairwise velocity dispersion.

On small scales, the above random pair-wise velocity disper
sion leads to the well known ‘finger-of-god’ effect on redshi
space maps and correlation functions. On larger scalelsrtfall

fore now estimate the effect of our redshift errors on this re motion towards over-dense regions becomes a significaiotrfacd
sult. The error on a given LBG redshift is a combination of causes a flattening in the line-of-sight direction in refistpace.
the mean error on the spectral feature measurements, which i We now model these two effects to see if §{e) estimates mea-

given by the measurement error on thenLgmission line from
Fig.[d, (i.e.~ 450 kms™' given average spectral S/N=5.5 in
the full VLT sample) combined with the error on the estimatio
of the redshift from the measurement of the outflow features (
+200 kmsfl). In addition, there will be some contribution from
intrinsic peculiar velocities. We estimate this contribatbased

sured from the LBG semi-projected correlation functian,(c),
and the angular correlation functiom(6), are consistent with the
measured LBG redshift-space correlation functiéfs). Follow-
ing IHawkins et al.|(2003), we use the real-space prescrifftio
the large scale infall effects given by Hamilton (1992) vdisr the
2-D infall affected correlation function is given by:
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€'(o,m) = €o(s)Po(p) + &2(5) Pa(p) + €a(s)Pa(p)  (16)

where P, (1) are Legendre polynomialg, = cos(0) andé is the
angle betweem and~. For a simple power-law form df(r) the
forms of¢&;(s) are:

b= (1+ 2+ 2 ) e an)
)= (L+2)(Z5)en a9
b= (22 e ao)

where~ is the slope of the power-law form of the real-space cor-
relation function:((r) = (r/r¢)~". For the 2-power-law model
case we use the equivalent expressions derived Andala et al.
(2005a). As in_ Hawkins et al. (2003), the infall affectedstaring,

&' (o, ) is then convolved with the random motion (in this case the
pair-wise motion combined with the measurement unceréaint

fom= [ flom— o4 /HEWEL @)
whereH (z) is Hubble’s constant at a given redshift,and f(v) is

the profile of the random velocities, for which we use a Gaussian
with width equal to the pair-wise velocity dispersien,w? >1/2.

With this form of f(v), we take the expected pair-wise veloc-
ity dispersion < w? >2= 720 kms™* for the full VLT sample
and< w? >/2= 400 kms~* for the Keck sample. Now taking
an estimate ofs = 0.48 (see Sectioh 414), we may model the ef-
fect of these velocity components on the LBG sanggle =), first
using the single power-law fit to the combined sampjgo) with
ro = 3.98 h~'Mpc andy = 1.8. The form of¢(s) estimated
from the resultanf(a ) is plotted in Fig[2D (solid line). While
the model with< w? >'/?= 400 kms™* gives a good fit to the
Keck data, the model withe w? >1/2= 720 kms~! appears to
overestimate the VLT correlation functionak 8 h~*Mpc. Even
increasing the velocity dispersion 1000 kms~* did not signifi-
cantly improve the fit. We also analysed the LBG sub-sample de
fined by having spectrab/N > 5. We found that¢(s) for this
subsample did rise and would require a pair-wise velocispeli-
sion of ~ 1000 kms™" for the model to fit the data. This is sig-
nificantly more than the predicted pair-wise velocity disjen
of ~ 600 kms™*, calculated by replacing the velocity error of
450 kms ™" for the full sample by350 kms™! in this case, cor-
responding to average S/N=8.25 in Hiyj. 7. The fact that thetpo
ats < 1 h~'Mpc and those as > 8 h~'Mpc agree with the
model argues against an even larger velocity dispersion.

The other possibility is that the, = 3.98 h~'Mpc model
may be too high for the VLE(r). Certainly the amplitude of(r)
from the VLT w, (o) appears lower than either that from the VLT
w(#) or the Keckw, (o). Fig.[20 shows that the fit improves for
the full VLT samples and the high S/N subsample if the cotiwta
function amplitude reduces t = 3.67 h~'Mpc as fitted to the
VLT wy (o), coupled with the velocity dispersion increasing<to
w? >/2=1000 kms~!.

The combined VLH-Keck sample is very similar to the Keck
sample at small scales. Even for the Keck sample we find that an
creased pairwise velocity dispersion-ofw? >'/?a 600 kms™*

is needed to fi€(s) if 7o = 4.2 h~'Mpc. For the Keck LBGs,
the velocity error 150 kms™?, |Steidel et dll 2003} intrinsic
outflow error @200 kms™*, |Adelberger et al. 2003) combines in
quadrature to givet250 kms™! as the error for the line mea-
surement. Subtracting fror:600/+/2 kms™ would imply ~
340 kms ™! for the pairwise intrinsic velocity dispersion. Clearly
for the VLT samples the implied velocity dispersion woulddven
larger.

We have also used the double power-igw) indicated by the
VLT w(0) to predict{(s). Since the steepening takes place at
3 h~'Mpc, this means that we would need even higher velocity
dispersions to fit (s). Fig.[20 shows that the double power-law
model needs at least a velocity dispersiomoi000 kms ™" to fit
the VLT+Keck combined sample.

We conclude that the lo(s) we find in the full VLT sam-
ple may be caused by a statistical fluctuation in the LBG ehirsg
due to a lower than average and a higher than average veloc-
ity dispersion. The VLT sample is designed to improve catieh
function accuracy at large scales, particularly in the #agdirec-
tion, and the somewhat noisy result &(rs) at the smallest scales
reflects this. Overall, we conclude that the velocity disjmers re-
quired byé(s) are bigger than reported previously for the Keck data
(400 kms™! by |daAngela et all 2005a) with the Keck and VLT
samples now being fitted by w? >'/2= 600 — 1000 kms ™!,
close to what is expected from estimates of the redshift&rro

4.4 Estimating the LBG infall parameter, 3(z = 3)

The infall parameter3, quantifies the extent of large scale coherent
infall towards overdense regions via the imprint of thelinfaotion

on the observed redshift space distortions. Given its digrare on
the distribution of matter, measurirican provide a useful dynam-
ical constraint o2, (z) (Hamilton 1992; Heavens & Taylor 1995;
Hawkins et al.| 2003| dAngela et al. 2008 Cabré & Gaztafiaga
2009). It relates the real-space clustering and redspiftes clus-
tering as outlined in the previous section (see equafiolte[18).

We shall measurg@(z = 3), using the combination of our
VLT LBG data and the LBG data of Steidel ef al. (2003). As
noted above, the VLT and Keck samples complement each other
in the wide range of separation, in the angular direction for
the VLT sample and the high sky densities of the Keck samples,
which help define the clustering better at small scales. As di
cussed in section 4.3, the two samples possess comparable re
space clustering strengths, with measured clusteringtiengf
ro = 3.677523 h='Mpc andro = 4.207512 h~'Mpc for the
VLT and Keck LBG samples respectively. The higher estimated
velocity error of the VLT sample at450 kms~' compared to
the Keck+300 kms~—' will make little difference due to the fur-
ther contributions of the outflow errors and intrinsic vétpadis-
persions, the dominance of the Keck data at small scaleshend t
smaller effect of velocity errors at large spatial scaleerghthe
VLT data is dominant. We shall therefore combine the two damp
in the two methods we use to measyre

We first estimate by simply comparing the amplitude 6fs)
and&(r) and using equation 17 at large scales. Fig. 21 shows the
&(s) from the combined VLT and Keck samples divided by the
best fit model fog () from the semi-projected correlation function,
wp (o), with 7o = 3.98%013 h~'Mpc andy = 1.8. Equatior 1l
applies only in the linear regime, so we do not expect it totfit a
small separations. We therefore fitat> 10 A~ Mpc. Fitting in
the rangesl0 < s < 25 h™'Mpc and10 < s < 60 h~'Mpc
gives the two dashed lines in Fig.J21, which correspond(to =
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Figure 21. The redshift space correlation functio(s) divided by the
real space correlation functiorg(r), with the latter assumingo =
3.98 h~1Mpc andy = 1.8. The short and long dashed lines repre-
sent the best fit to the data in the randés < s < 25 h~!Mpc and

10 < s < 60 h~'Mpc, which correspond t@(z = 3) = 0.5170-3% and
B(z = 3) = 0.3815-32 from equatiof 7.

3) = 0.51702% andB(z = 3) = 0.3875:33 with the difference
between these two giving a further estimate of the unceytaing
from this method.

We next estimaté$ using the shape of the 2-point correlation

function,&(o, ), to measure the effect of redshift space distortions.

We calculateg (o, ) for the combined sample. As with our de-
termination of¢(s), we use the simpl® D /DR estimator taking
randoms tailored to each individual field, with errors agaaicu-
lated using the Poisson estimate. The resulfémf ) is plotted in
Fig.[22. The elongation in the dimension, due to the pair-wise
velocity dispersion and redshift errors, is clearly evidansmall
scales.

Now using this measurement &fc, ), we make an estimate
of the infall parameterj3. For this we use the single power-law
model of £(r) with 7o = 3.98 h~'Mpc andy = 1.8 based on
the semi-projected correlation function of the combinethda
Fig.[19. With these parameters set, we calculate the modaied
in equationg 16 t6 20 over a range of values<ofw? >'/? and
5. We then perform a simpléx? fitting analysis and jointly es-
timate < w? >'/2= 700 + 100 kms~* and infall parameter of
BLea(z ~ 3) = 0.48 £ 0.17 for our combined LBG sample. The
contour plot ofAx? for the fit in the< w? >'/2: 3 plane is given
in Fig.[23.

We note that if we allow the amplitude @f(r) to be fitted
as well as the other two parameters, then the results moge=to
1.140.4 and< w? >'/?= 800+ 100 kms ™" for a best fity = 1.8
value ofro = 3.64 h~'Mpec. Taking the Keck sample on its own,
we again find3 = 0.9 — 1.5 and< w? >'/2= 650 — 750 kms !
if 7o is not or is allowed to float respectively. The Keck fits have
to be resticted te < 25 h~'Mpc because of the smail range in
the angular direction and if we apply the same cut to the coetbi
sample, values of again rise tg3 = 0.8 — 1.1 and< w? >'/?~
800 kms™!, similar to the results for the Keck sample. Although

The VLT LBG Redshift Survey | 21

0 5 10 15
o (h"Mpc)

Figure 22.£(o, ) projected correlation function calculated from the spec-
troscopically confirmed LBGs from the combi @) and
VLT VIMOS LBG samples. The best fit model contours are marksesiadid
lines with (2 = 3) = 0.48 and< w2 >1/2= 700 kms~*.

the errors are clearly still significant, we prefer valueg et 0.5 —
0.6 given by the amplitude of(s) and the shape d&f(o, 7) for the
combined sample which seems best to exploit the advantdgies o
Keck sample at small scales and the VLT sample at large scales

We have also checked the effect of assuming the double
power-law model fitted to the LB@v(6) in Fig.[17 withro: =
3.19 h™'Mpec, 1 = 2.45, 702 = 4.37 h'Mpc, 72 = 1.61
andr, = 1 h™"Mpc. The besté(o, ) fits are then given by
B = 020+02and< w? >Y%= 750 + 150 kms~'. The
reducedy? was 3.44 compared to 3.16 for the single power-law
model. However, allowing thé(r) amplitude to vary gave =
0.487924 and < w? >'/?= 725717 kms™! with fitted ampli-
tudes~ 80% below those estimated from(#). The small scale
rise atr < 1 h~'Mpc will not affect our fit much because of the
lack of statistical power at small separations. Also, thelel®we
are using are expected to be accurate only in the linear eegim
larger scales. The 80% reduction of the amplitude to theslacgle
power-law implies an-y = 4.05 h~'Mpc which is close to the
ro = 3.98 h~'Mpc value assumed for our single power-law fits
above, leading to similar fitted values férand < w? >'/2 in
these two cases. The lowgifrom the actual 2 power-law model is
simply a result of the higlj(r) amplitude implied byw(6) forcing
B down in the¢ (o, ) fit according to equation 17.

Comparing our result of = 0.48 4+ 0.17 to previous esti-
mates of3(z ~ 3), we generally find somewhat higher values than

: 0.20
a), who estimate a valugdot 0.15733%.

This is partly because we have assurtigg(z = 0) = 0.3 and fit-
ted for the velocity dispersiom w? >'/2 Wheream.
(20054) assumed w? >'/2= 400 kms " and fitted forQ,,, (z =
0). If we assume< w? >2= 400 kms~' for the VLT +
Keck samples, our estimate ¢f reduces to3 = 0.18 for the
combined sample. The assumption<ofw? >/2= 400 kms™*
seems to be the main factor that drogeto lower values, also
helped by the different model fgi(r) assumed by dAngela et al.
), a 2-power law model withh = 1.3 and~2 = 3.29 with
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Figure 23. LBG pairwise velocity dispersion<( w2 >1/2)-infall

parameterg) Ax? contours for the VLT-Keck sample, fitting tc (o, )
with s < 40 h~'Mpc. The best fit values ar8 = 0.48 + 0.17 and
< w? >1/2= 700 + 100 kms~!, assumingrg = 3.98 h~'Mpc and
v=1.8.

r, = 9 h~'Mpc motivated by fitting the form of(s). The con-
tours in the< w? >'2: 8 plane in Fig[ZB show tha and
< w? >'? are degenerate - highet implies more flattening
in the 7 direction which can be counteracted by fitting a higher
< w? >'/? to produce elongation in. A flatter small scale slope
for £(r) also allows a smallex. w? >'/2 to be fitted which can
then allow lower values of to be fitted. We have also fitted our
combined data with a further 2-power-law form ), now with
ro1 = 3.98 h*Mpc, 71 = 1.8, ro,2 = 5.99 b~ 'Mpc, 72 = 2.6
andr, = 15 h~'Mpc but we find that the results for w? >1/2
andg from the combined sample are similar to those for the single
power-law model.

As well as the higher value of, we note that we are also
fitting higher velocity dispersion values to the combinechpke.
Again the degeneracy between w? >/? and 8 may be the
cause. However, the need for high velocity dispersions vss a
noted in the small scale fits &fs) particularly for the VLT sample
but also for the Keck sample. Even w? >/2= 600 kms™!
for the Keck sample implies an intrinsic velocity dispersiof
< w? > 440 kms™* taking into account velocity and outflow
errors on the redshift, much higher thamw? >'/2= 200 kms ™"
expected from the simulations. If our velocity errors weneeres-
timated then this could be a cause but they would have to berund
estimated in both the Keck and VLT datasets. Larger velasity
rors are also contradicted by the consistent widths of thiesam-
absorption difference histograms in Fig] 14. For examp@eum-
ing =450 kms ™" for the VLT emission velocity error is consistent
with 200 kms™* for the outflow error and:130 kms™* for the
absorption line error.

We conclude that fof2,,(z = 0) = 0.3, the combined
survey is best fitted byx w? >'/2= 700 + 100 kms™! with
B = 0.48 £ 0.17 for a single power-law model with = 1.8
andrq = 3.98 h~'Mpc. Based on theéd = 0.49 + 0.09 value,
ro 5.05 h~*Mpc and v 1.8 values found for 2dFGRS
(Hawkins et all 2003) linear theory predigi§z = 3) = 0.22 in
theQ2,,, = 1 case and = 0.37 inthe{2,,(z = 0) = 0.3 case, with

ro = 3.98 h~*Mpc for the latter and transformed appropriately for
Q,, = 1. Our measurements appear to produce valugstbét are
marginally more acceptable wit,, (0) = 0.3 than,,(0) = 1
but neither case is rejected at high significanée= 0.22 with

< w? >2= 600 kms~" is rejected only at.5¢ in Fig.[23. More
importantly, these measurements provide a useful chedieafn-
pact of small- and large-scale dynamics on our measurenfiém o
clustering of ourz ~ 3 galaxies. The estimates ef w? >/ will
also be useful in interpreting the effect of star-formatieadback
from our LBGs on the IGM as measured by the Lyman-alpha forest
in background QSOs (Crighton et/al. 2010).

4.5 Estimating the LBG bias parameter,b(z = 3)

We can now estimate the bids,of the VLT+Keck LBG sample
from our 8 measurements. The bias gives the relationship between
the galaxy clustering and the underlying dark matter chirsge

(21)

ég = bzéD]\/I
where¢ ;,,, is the volume averaged clustering of the dark matter

distribution andég is the volume averaged clustering of a given
galaxy distribution. In a spatially flat universe, the redaship be-
tween the biag), and the infall parametef, can be approximated
by (Lahav et al. 1991):

0.6
p=
Using this relation with our estimate ¢gf = 0.48 + 0.17 and
assuming thaf),,(z = 0) = 0.3 and then given thaf2,,(z =
3) = 0.98, this impliesh(z = 3) = 2.067}12.

We now compare this to an estimate of the bias from our ear-
lier clustering analysis using equatibn] 21. To do this wealke
the dark matter clustering using t@&MB software incorporating
the HALOFIT model of non-linearities| (Smith etlal. 2003). From
this we determine a second estimate of the bias using egi@iio
and calculating the volume averaged clustering funcliczefiRes
1980) within a radius, X, for our galaxy sample and the dark ma
ter:

(22)

{() (23)

= 3 /: rzf(r)dr

3

wheref(r) is the 2-point clustering function as a function of sep-
aration,r. We use an integration limit af = 20 h~Mpc, en-
suring a significant signal, whilst still being dominated lmear
scales. Taking the volume averaged non-linear matteresingt
with the volume averaged clustering of our galaxy sampleh(wi
ro = 3.98 h™'Mpc andy = 1.8, from the VLT+Keck w, (o)
measurement) and determining the bias using equation 2finave
b = 2.22 4+ 0.16, consistent with the estimate from the bulk flow
measurement of = 0.48 + 0.17 which impliesb = 2.067}-12.
Both values are somewhat lower than the measurement ofake bi
of a sample of LBGs from the Canada-France Deep Survey by
Foucaud et al! (2003) who measured a valug ef3.5 + 0.3.

We now estimate the mass of typical host haloes for the
z ~ 3 LBG sample using the Sheth el al. (2001) prescription for
the relation between halo mass and bias, determining a ladst h
mass ofMpy = x10*1+%1p 1M, . Comparing this to other
LBG samples, Foucaud et/zl. (2003), Hildebrandt et al. (2@6d
Yoshida et al.|(2008) measure halo masses of bright 3 LBG
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Figure 24. The shaded regions are th@% -3(z) contours for the
VLT +Keck sample, fitting t@ (o, 7) with s < 40 h~!Mpc. The dashed

~
~

lines are the 1- and &-contours from comparing the 3 LBG and
the 2dFGRSz =~ 0.1 clustering amplitudes and also using the 2dFGRS
B(z 0.1) = 0.49 £ 0.09 result. The dotted line is the — o joint
contour from applying both of these constraints.

~
~

samples ofMpn ~ 10'2h~'Mg. This difference in mass esti-
mates reflects the deeper magnitude limits of our survey aoeap

to a number of the above results and also a slightly lower red-
shift range that contribute to our LBG selection samplingwdr
mass range. Work using the Steidel etlal. (2003, 2004) datiahw

is closer to our own in redshift and depth, report halo mas$es
Mpar ~ 10" h~'Mg (Adelberger et al. 2005h; Conroy et al.
2008), which is closer to the estimate presented here,wthour
result is still somewhat low.

4.6 Further test of the standard cosmology

Following the analysis of dAngela et al. [(2005a) we can make
a further test of the standard cosmology by directly conmggari
the independent values of the bias from the z-space distoatnd

the LBG clustering amplitude. Whereas in the above case we as
sumed the DM clustering for the standard model, here we simpl
assume the 2dFGRS clustering scale length which we appabeim
asro = 5.0 h~'Mpc andy = 1.8. We also assume their value
of B(z = 0.1) = 0.49 + 0.09 from redshift space distortions. In
similar fashion to d@ngela et al.|(200%5a) we can then for i,

find the mass clustering amplitudezat 3 and then we can find the
LBG bias,b(z = 3), by comparing this to the amplitude of LBG
clustering given byro = 3.98 h™*Mpc andy = 1.8. This can
then be converted t8(z = 3) by using the value fof2,,,(z = 3)
implied by the assumef’, and therefore thg(z) : QY, relation

can be drawn. The 1- and®2upper and lower limits on this rela-
tion are shown in Fid.24. These are overlaid onhe® contours
(greyscale) from a similar redshift-space distortion gsiglas seen

in Fig.[23 but now allowing2%, and3(z = 3) to vary while keep-
ing < w? >/2= 700 kms ™! constant. In this case we have also
allowed the LBG clustering amplitude to be fitted within a 50%
range; this is to ensure that the dynamical constraint isds-i
pendent as possible of the other constraint which is dir¢aien
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from the LBG clustering amplitude. We see that although that b
fit from redshift-space distortions has now moved to loRgr and
lower 5(z = 3), there is still a good overlap between thé — o
regions of both constraints. The— ¢ joint contours from both
constraints are shown by the dotted line with the best |fiirite-
ing Q%, = 0.2 andB(z = 3) = 0.45. Thus there is certainly no
inconsistency with the standard"DM model although, as before,
the Q2, = 1 model is still rejected at less than tBe level. With
the values of2?, in a reasonable range, there appears no inconsis-
tency with the evolution of gravitational growth rates asdicted
by Einstein gravity, extending the results presented byzG &t al.
(2008) toz = 3.

4.7 Clustering Evolution

The space density and clustering evolution of LBGs have fre-
quently been used to infer their descendant galaxy popukti
at the present day. Initially, their relatively high clustg ampli-
tudes were taken to mean that they would evolve on standod ha
models into luminous red galaxies in the richest galaxytehssat
z = 0 (Steidel et all. 1996; Governato eflal. 1998; Adelbergerlet al
2005b). On the other hand, Metcalfe et al. (1996, 2001) nittet
the comoving density of LBGs was close to that of local spiral
Indeed, they showed that a simple, Bruzual & Charlot (1996)e
luminosity evolution model with e-folding time;, = 9Gyr, plus a
small amount of dust, could explain the LBG luminosity fuant
at z = 3. Recently, more detailed merger tree models have been
used to interpret LBG space densities and clustering. Famele,
Conroy et al.|(2008) have concluded on this basis that theedes
dants are varied, with LBGs evolving to become both blue @ad r
L* and subL™ galaxies.

We now qualitatively compare the clustering strength of our
LBG samples to that of lower redshift galaxies. We first deiae
the volume-averaged correlation functior2ath ~* Mpc using the
single power-law form of the clustering of both our own and th
Keck LBG sample as prescribed in equation 23. th‘m) mea-
sured for the VLT LBG sample is shown in Fig.]25, compared
to a number of measures of the clustering of other galaxy sam-
ples across a range of redshifts. The MitReck result ¢o
3.98 h™'Mpc, v = 1.8, 2 2.87) is shown by the filled
star. We also show the measure for the Keck LBG sample alone
(open star) and the Foucaud et al. (2003) LBG sample (croks).
apparentB-band magnitude range of the Vi#IKeck sample is
B = 25.69 £ 0.76. Using the overall redshift range of the sam-
ple (z = 2.87 + 0.34) and K+e corrections determined using the
Bruzual & Charlat|(2003) stellar population evolution,gleiquates
to an absoluté3-band magnitude ol p ~ —21.5 + 1.1.

For comparison with our data, we have also plotted the esti-
mated volume-averaged correlation function values for mber
of low and high redshift galaxy samples. The open and filletl re
triangles show the LRG samples of Sawangwit et al. (2009ngi
the clustering for &2L* and 3L* sample respectively (and hav-
ing absolute i-band magnitudes 8f; 45y = —22.4 £ 0.5 and
M;ap)y = —22.6 & 0.4). The open squares show the clustering
of late-type galaxies from the 2dFGRS as giver by Norberdiet a
(2002) with the individual points giving the clustering o&lgx-
ies in the absolute magnitude ranges-of8 > M,; > —19,
—-19 > My; > —20, =20 > M,; > —21 and —20.5 >
M,; > —21.5 (in order of lowest to highest clustering data-points).
In addition we plot the blue spiral galaxies|of Bielby et 2010)
with the open upside-down triangles and Blake et al. (201i) w
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filled upside-down triangles, plus the sBzKs (open blue diad)
of[Hayashi et a1 (2007).
As an illustration of how we may expect the clustering of the

the bias evolution in conjunction with the dark matter cuistg
evolution, again determined using tB&MB software incorporat-
ing the HALOFIT model. This is then normalized to the measured

samples to evolve with time, we first consider a model based on LBG clustering at the appropriate redshift.

the simulated merger history of dark matter haloes (doteldbt
dash line) calculated from the simulations| of Gonzalez &ilfa
(2010), whilst the method used to follow the merger treeseis d
scribed in_Padilla et al. (2010). The simulation was perfems-
ing parameter values 6t,, = 0.26, Qx = 0.74, os = 0.80 and
ns = 1.0 and consisted of a box size @, = 123 h~'Mpc
containing512* particles with a particle mass @0°h~"Mg,. The

The stable clustering model represents the evolution @lvir
ized structures and is characterised|by (Peacock 1999):

é(n z)ocr Yo (14 z)ﬂ’*3 (25)

where r is the comoving distance.

Finally, the no-evolution model simply assumes that there
normalization to the LBG data was performed by finding th@hal js no evolution of the clustering in comoving coordinatesorff
mass (01-12+0-08 p, =1\ ) for which the halc,, matches thé,, Eq[22, this model can be thought of as a long-lived model in the
measurement for the VLT LBG sample at its mean redshift. Ve se  limit of very high bias, §(0) >> 1) since therb(z) ~ b(0)/D(z).

that the model predicts little change in the clustering atugé at
z = 1 and then stronger evolution to a higher clustering ampditud

Evaluating the clustering evolution of the LBGs, first using
the stable clustering prescription, we would expect theteling

atz = 0. The amplitude of the clustering at z=0 appears consistent of the z ~ 3 galaxies to evolve to a level comparable to that of

with that of late-type galaxies in the 2dFGRS survey (Nagleral.
2002). The predicted descendant number density-ai0 based on
the halo merger tree model is Iggn/(h*Mpc ™)) = —3.4970-29
and is also consistent with number density of the Norberdiet a
(2002) —20.5 > M,; > —21.5 late-type population, which is
equal to log, (n/(h*Mpc™?)) = —3.64700}. These models are
able to estimate the transition scale between the 1-hal@drado
terms in the correlation function ¢f.71758% h='Mpc, consis-
tent with the transition scale of, ~ 1.5 + 0.3 A~ *Mpc in our
measured LBGw(#). Overall, these conclusions are not dissimi-
lar to those of Conroy et al. (2008). However, Conroy et 80D
predicted higher clustering amplitudes, ~ 5 — 6h™'Mpc or
£(20) = 0.21 — 029, atz ~ 1 andro ~ 6 — 7Th~*Mpc or
£(20) = 0.29 — 0.38, atz ~ 0 for the LBG descendants. Given
these differences between the merger-tree models of Radidl.
(2010) ano_Conroy et al. (2008), we conclude the results appe
somewhat model dependent.

We next compare thé(QO) results to simpler clustering mod-
els. This approach is partly motivated by the interpretatid
Metcalfe et al. [(1996, 2001) whose passive luminosity eiaiu
(PLE) models connected the LBG populatiorzat: 3 to the late-
type population at ~ 0. Such models assume that the comoving
density of the LBG/late-types remains constant with time tre
clustering models considered here also make this assumpgtio

low-redshift LRG galaxy samples (Sawangwit et al. 2009)ingj

a highly clustered modern day population. However, as atdpye
Conroy et al.[(2008), the number density of luminous, etybe
galaxies may not match that of LBGsate 3 as required by this
virialised clustering model. Alternatively, on the basigtee long-
lived model, the LBG descendants could either be lower lastin
ity red galaxies or higher luminosity blue galaxies. Thecgpden-
sity of such galaxies is probably more consistent with tHahe
LBG population. This assumes th&CDM cosmology and its spe-
cific value ofos = 0.80. For a lower mass clustering amplitude
the long-lived model would have higher bias and the= 0 pre-
dicted amplitude would reduce to more resemble the no-tweolu
model. In this case, the descendants of high redshift LBGco
even be the relatively poorly clustered, star-forming gials of
Blake et al.[(2010). Thus the long-lived models tend to maR&k
the progenitors of bluer, or lower-luminosity red galaxasthe
present day, similar to the conclusion from the merger-tneeel
of|Conroy et al.|(2008). The no-evolution (or long-livedghibias)
model would suggest LBGs are the progenitors of bluer gataxi
with lower clustering amplitudes, more similar to the carsabns
of the merger-tree models|of Padilla et al. (2010) or the Empre
luminosity evolution models of Metcalfe et|al. (1996, 2001)

though the models do not take into account halo mergers,sit ha 5 CONCLUSIONS

been shown that in the case of Luminous Red Galaxies, such mod

els can still provide useful phenomenological fits to LRGstéu-
ing out to significant redshifts (Wake et al. 2008; Sawangivél.
2009). Therefore we first plot in Fig. 25 three simple cllistgevo-
lution models: the long-lived model (dashed blue linegbk clus-
tering (dot-dashed cyan lines), and no evolution of the cangp
space clustering (short-dashed line). All the models haenmor-
malised to the VLT LBG clustering amplitudes.

The long-lived model is equivalent to assuming that thexgala
ies have ages of order the Hubble time. The clustering eweolut
is then governed by their motion within the gravitationatepuial
and assuming no merging (Fry 1996; Croom €t al. 2005). The bia
evolution is thus governed by:

(24)

where D(z) is the linear growth rate and is determined using the
fitting formulae of_Carroll et al.| (1992). We evalua;E(aQO) using

In this paper we have described the VLT VIMOS surveyof 3
galaxies in a number of fields around bright> 3 QSOs. In total
this survey has so far produced a total of 1020 LBGs at retsbiif
2 < z < 3.5 over a total area of.18deg?. This concludes the data
acquisition for the initial phase of the VLT VIMOS LBG Survey
At the time of writing, these are the most up to date obseymati
however the survey has a number of observations only recactl
quired, comprising another 25 VIMOS pointings. Upon comple
tion, the survey will comprise a total of 45 VIMOS pointingstild-
ing significantly on this initial data-set and providing @atague of
~ 2,000 z > 2 galaxies over a sky area 2fl1ded. The wide an-
gular coverage of VLT VIMOS makes the new LBG study very
complementary to the previous Keck study which has highacep
densities over smaller areas and hence increased powersah#il-
est LBG separations but little information in the angulaediion
beyond10 h~'Mpc. We therefore have frequently used the two
surveys in combination in the studies of LBG clustering weeha
presented here.

Based on the fraction of objects observed for this initialfVL
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Figure 25. The volume-averaged correlation functic&(zo), is plotted
for our LBG sample alongsidé(zo) measurements for several other
galaxy populations, including LRGs at < 1 (Sawangwit et al. 2009),
star-forming galaxies at < 1 (Norberg et all 2002; Bielby et dl. 2010;
Blake et all 2010) and ~ 2 and other LBG populations (Adelberger et al.
2003; Foucaud et &l. 2003). Further to the observational, da¢ solid line
shows the estimated evolution of the underlying dark-mattestering us-
ing the CAMB software| (Lewis et al. 2000), whilst the horitaindotted
line, dashed line and dot-dash line show the clusteringuéienl given no
evolution in comoving coordinates, the long-lived modedt ahe stable
model. The dot-dot-dot-dash line shows the clusteringugian based on
the modeling of the merger history of dark matter haloes.

LBG survey, we find that our estimated number densities ane co
sistent with previous studies of LBGs in this redshift ranQeer-

all we obtain a mean redshift of = 2.85 £ 0.34. From the
data obtained we have shown evidence for the existence af-gal
tic outflows with comparable offsets between emission ast gl
tion lines as in previous studies (e.g. Pettini et al. 20@@22and
Shapley et &l. 2003)

We have further measured the clustering properties of the VL
VIMOS LBG sample. Based on the angular auto-correlatiorfun
tion of the photometric LBG candidates, the real-space LBG ¢
relation function,£(r), is estimated to take the form of a dou-
ble power-law, with a break at, ~ 1.5 h~'Mpc. This is
parametrised by a clustering length and slope below theklota
ro1 = 3.19 & 0.55 h™'Mpc, 71 = 2.45 £ 0.15 and above the
break ofro,» = 4.37%0 32 h™*Mpc, 72 = 1.61 £ 0.15.

Assumingy = 1.8, the semi-projected LBG correlation
function wy (o) gives ro = 3.671533 h~'Mpc for the VLT
LBGs, slightly lower thanry = 4.2731% h™'Mpc for the
Keck LBGs, and the combined VEfKeck sample gives, =
3.987013 h™'Mpc. At r, > 1 h™"Mpc, the(r) estimates from
w(#) andw, (o) are therefore quite consistent. At < 1 h~*Mpc
the steeper power-law from the angular correlation fumctises
above the single power-law that best fitg, but the difference
is only marginally statistically significant. These measnents of
LBG clustering are broadly consistent with previous measiants
of the clustering of LBGs at ~ 3 made byl Adelberger et al.
(2003) and d&ngela et al.|(2005a) but lower than those made by
Foucaud et al! (2003)
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function, £(s). As expected, this presents a flatter slope at scales
s < 8 h™*Mpc due to the effect of velocity errors, outflows and
intrinsic velocity dispersions. Both the VLT and Keck saewpte-
quire total pairwise velocity dispersions in the rangev? >'/?=

600 — 1000 kms~' to fit £(s), higher than the< w? >'/?=

400 kms ™! previously assumed (dangela et all. 2005a). The VLT
and Keck samplesé(s) results both imply an intrinsic pairwise
velocity dispersion of:400 kms™' for a £(r) model withry =
3.98 h~'Mpc andy = 1.8. A higher < w? >'/2 will imply a
higher infall parameter3(z = 3), due to the degeneracy between
these parameters. The high value of the velocity dispengidin
also have an impact on our search for the effects of stargtiom
feedback on the QSO Lymam-forest (Crighton et al. 2010) be-
cause any sharp decrease in absorption near an LBG will tend t
be smoothed away by this dispersion acting as an effectilghife
error.

We combine our LBG sample with thatlof Steidel etlal. (2003)
with the aim of measuring the infall paramet@f(z = 3). Us-
ing a single power-law withty = 3.98 h~'Mpc andy = 1.8 as
our model for the real spacgr), our fits to our measurement of
the LBG¢(o, 7) from the combined data-set produce a best fitting
infall parameter ofs = 0.48 + 0.17. We find that this value is con-
sistent with the = 0.37 value expected in the standaAdCDM
cosmology. For this cosmology the value of the LBG bias iexpbli
from the galaxy dynamics is = 2.067} +2, again consistent with
the value ofb = 2.22 £ 0.16 measured from the amplitude of the
LBG &(r), assuming the standard cosmology.

We have also made the cosmological test suggested by
Hoyle et al. (2002) and_dAngela et al. [(2005a) and shown that
the values of2?, and3(z = 3) derived from LBG redshift-space
distortion are consistent with those derived by comparirgam-
plitude of LBG clustering at = 3 from the combination of the
measured 2dFGRS clustering amplitude g@hdt z = 0.1, using
linear theory. Our measurement 8fz = 3) is therefore consis-
tent with what is expected from the gravitational growtterpte-
dicted by Einstein gravity in the standard cosmological ei¢gee
Guzzo et al. 2008).

Finally, we have used the clustering amplitude measured for
the LBGs to test simple models of clustering evolution. Irtipa-
lar, we find that if the LBGs are long-lived then they could be t
progenitors of low redshifL* spirals or early-type galaxies by the
present day.

The VLT LBG Survey is an ongoing project and we hope to
double the survey area and LBG numbers by completion of the
project. In combination with this work we are performing aay
of z ~ 3 QSOs in our LBG survey fields using the AAOmega
instrument at the AAT. Bringing these two data-sets togetbig
present a significant data resource for the study of theioaktiip
between galaxies and the IGM ats 3.
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