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Surgical Tool Segmentation with Pose-Informed
Morphological Polar Transform of Endoscopic Images

Kevin Huang*,‡, Digesh Chitrakar*,§, Wenfan Jiang†,¶, Isabella Yung*,||, Yun-Hsuan Su†,**

*Department of Engineering, Trinity College
300 Summit St, Hartford, CT 06106, USA

†
Department of Computer Science

Mount Holyoke College, 50 College St
South Hadley, MA 01075, USA

This paper presents a tool-pose-informed variable center morphological polar transform to enhance segmentation of endoscopic
images. The representation, while not loss-less, transforms rigid tool shapes into morphologies consistently more rectangular that
may be more amenable to image segmentation networks. The proposed method was evaluated using the U-Net convolutional neural
network, and the input images from endoscopy were represented in one of the four different coordinate formats (1) the original
rectangular image representation, (2) the morphological polar coordinate transform, (3) the proposed variable center transform
about the tool-tip pixel and (4) the proposed variable center transform about the tool vanishing point pixel. Previous work relied on
the observations that endoscopic images typically exhibit unused border regions with content in the shape of a circle (since the
image sensor is designed to be larger than the image circle to maximize available visual information in the constrained environment)
and that the region of interest (ROI) was most ideally near the endoscopic image center. That work sought an intelligent method for,
given an input image, carefully selecting between methods (1) and (2) for best image segmentation prediction. In this extension, the
image center reference constraint for polar transformation in method (2) is relaxed via the development of a variable center
morphological transformation. Transform center selection leads to different spatial distributions of image loss, and the transform-
center location can be informed by robot kinematic model and endoscopic image data. In particular, this work is examined using the
tool-tip and tool vanishing point on the image plane as candidate centers. The experiments were conducted for each of the four
image representations using a data set of 8360 endoscopic images from real sinus surgery. The segmentation performance was
evaluated with standard metrics, and some insight about loss and tool location effects on performance are provided. Overall, the
results are promising, showing that selecting a transform center based on tool shape features using the proposed method can
improve segmentation performance.

Keywords: Robot-assisted minimally invasive surgery; surgical tool segmentation; telesurgery; U-Net.

1. Introduction

In robot-assisted minimally invasive surgery (RMIS), the
primary form of feedback to the surgical operator is vi-
sion, typically supplied via intraoperative endoscopy.
With the absence of proprioceptive and tactile cues, it
takes expert skill to safely operate in the human body
[1,2]. There are a handful of potential methods to
improve operator awareness, including multi-camera
systems [3–8], magnetically anchored sensors [9], sen-
sorizing surgical end effectors [10,11], and inferring
tool–tissue physical interactions through vision. To
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achieve the latter, one primary goal is to segment tool
pixels from tissue in endoscopic images [12,13].

Towards that end, in previous work [14], polar mor-
phological transforms (about the image circle center)
were investigated as a means towards improved tool
segmentation in RMIS sinus procedures. The method was
proposed following three key observations:

(i) the image content from endoscopy is limited to the
image circle — endoscopic image sensors are typi-
cally designed to be larger than the image circle
[15];

(ii) ideally, the surgical tool tip and tissue interaction
occur in the center of the field of view;

(iii) the sinus surgical procedure uses only one surgical
instrument.

While results were promising for some images, success
relied on the naive assumption of the tool tip remaining
near the center of the image circle. In other cases, the
original endoscopic image proved superior. As a compro-
mise, a pair of selector neural networks were trained to
predict, for any input image, whether the rectangular or
polar coordinate represented mask would result in better
segmentation in the Dice Coefficient sense. Analysis of the
spatial features of masks suggested that, indeed, images
with tool tip near the center of the image circle tended
towards better performance with the preprocessing step
of a morphological polar transformation.

The tool tip being near the image center cannot reli-
ably be assumed, as during a typical procedure the op-
erator is not restricted to using surgical tools only near
the field of view center. A method for polar transforma-
tion of endoscopic images about the tool tip location
(flexible transform center) is thus desired, yet requires
spatial information about tool features with respect to
the endoscope. Using robot forward kinematics or image
data, tool shapes and tool tips may be projected on the
image plane (assuming the endoscope configuration is
also known) [16–18].

The work here extends the previous study by propos-
ing and subsequently investigating a variable center
morphological transform, which extends the benefits of
the polar transform used in prior work while relaxing the
tool tip location constraint. While incorporation of pose
estimation to inform tool-tip is an intuitive augmentation,
the implementation of a variable center morphological
transformation on a digital endoscopic image is nontrivial
and presents some technical difficulties. Namely, the spa-
tial sampling of pixels in the polar transformation is non-
uniform, and a consistent method for this transformation
and its reverse operation must be established. Further-
more, losses associated with the variable-center trans-
formation may affect segmentation performance and
should be characterized. The morphological operation, f ,
should transform the circular image content around the
transform center, as depicted in Fig. 1.

The reverse operation, g , should transform an image
back to its rectangular form given the transform center
coordinates. Various choices of transform center relative
to spatial tool features are also investigated. Finally,
different coordinate representations and transform
center locations are quantitatively evaluated. The
experimental procedure is depicted in Fig. 2.

1.1. Contributions

In this study, the authors present augmentations and
improvements to previous work [14] by

(i) designing and implementing a tool-pose-informed
variable center morphological polar transformation
(with reverse operation) for endoscopic images;

(ii) analytically investigating the spatial loss as a func-
tion of the variable center location (forward and
with back transformation);

(iii) experimentally comparing the tool segmentation
performances between various approaches, namely
using:

— original rectangular baseline, AC
— the image-centered polar, APIC
— the tool tip transform center, APT T
— the vanishing point transform center, APVP

Compared to previous work [14], the methods presented
here relax the constraint of fixed polar reference (image
center) and allow for a variable transform center. To the
best of the authors’ knowledge, this work is the first to
incorporate tool pose information as a guide to regular-
ize the perceived tool shape through tool-pose-aware
polar transformation. The results are promising, and
suggest that polar morphological transformations with
variable transform centers can generate image content in
representations more amenable for image segmentation.
The methods described are suitable for procedures
similar to the sinus surgery task in this work — i.e.

Fig. 1. The polar transform is performed with reference to an
arbitrary transform center within the image circle. (a) depicts
an image circle with four distinct quadrants relative to a non-
image-center transform center and (b) shows the variable
center transformation result.
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single-tool robot-assisted endoscopic procedures — and
the transform center is envisioned to be informed by
robot kinematic state or image-based estimation.

1.2. Related work

1.2.1. Endoscopic tool segmentation

Endoscopes provide the primary forms of task awareness
and visual feedback in RMIS [19,20]. In particular, en-
doscopic tools are often used in conjunction with laparo-
scopic procedures to reduce complications [21–23]. With
that said, a key step in incorporating intelligence and en-
abling vision-based assistance is tool segmentation to
separate tool pixels from tissue. Previous machine learn-
ing applications have attempted to increase the accuracy
of tool segmentation via several approaches [24–27], in-
cluding unsupervised methods like support vector
machines [12] and Bayesian approaches [28]. The interest
in this field is bolstered by more sophisticated methods
such as deep learning via convolutional neural networks
[29,30], including modifications to the popular U-Net ar-
chitecture [13,31–33]. Improving tool segmentation has
potential to increase surgical scene understanding and
enable more intelligent assistant modes in RMIS.

This work aims to improve tool segmentation accuracy
by implementing kinematics or tool shape projection
aware morphological polar transformations as a pre-
processing step prior to U-Net training.

1.2.2. Image polar transformations

Sensing modalities that sample radially, including some
radar and ultrasonic sensors, provide polar representa-
tions of spatial data. This spatial arrangement is also
found in some medical imaging systems, such as X-Ray
scanning and computer-aided tomography, and must

implement a reverse polar transformation to render and
visualize the imaging content [34]. These resampling
methods use the Fourier slice theorem and Jakowatz and
O’Sullivan griddingmethods [35]. In this work, the inverse
problem is presented, where rectangular coordinate en-
doscopic images are transformed into an interpolated
polar representation for segmentation purposes, and then
back transformed to evaluate performance.

Log-polar transformation and adaptive polar trans-
formations present methods of achieving image polar
transforms. Log-Polar transformations can be used for
affine image registration and to resolve scaling, shearing,
rotation, or translation issues. Combining a log-polar
transformation with a nonlinear least squares analysis in
a hybrid approach demonstrated improvement with
image registration [36]. Likewise, a hybrid approach
using log-polar transformation and a Fourier transform
demonstrated particular improvement in regards to ro-
tation, scale, and translation [37]. Rotation and scaling
have been a constant source of study using log-polar
transforms and have several uses regarding optical flow
and translational motions [38].

Adaptive polar transformations have also been used
for image registration. The method effectively resolves a
limitation of log-polar transforms, that is spatial altera-
tions. Utilizing the fast Fourier transform allows greater
bandwidth at a higher sampling frequency and with an
increased radius [39]. A modified adaptive polar trans-
form performed faster and with less errors than the
adaptive polar transform [40]. However, these methods,
as with the log-polar method, still incur high computa-
tional costs [41].

1.2.3. Tool shape image plane estimation

Tool-tip estimation has important applications in RMIS,
since estimating the pose of surgical instruments may

Fig. 2. The experimental workflow to evaluate various endoscopic image representations. For AC, the original rectangular image
format is preserved, while APIC utilized the transformation described in previous work [14]. APT T used the tool-tip as the transform
center, and APVP used the tool vanishing point as the transform center. The tool-tip and vanishing point centers could be inferred by
kinematics, yet were designated via image processing approaches in this work.

Pose-Informed Morphological Polar Transform
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assist in guiding the operator during surgery [42]. Uti-
lizing sensors and encoders for instrument tracking
requires extensive hardware integration and has limitations
with accuracy. In contrast to this, image-based methods re-
alize the pose of the instrument directly from the surgeon’s
view and has the added benefit of requiring no additional
hardware [43,44]. Chen et al. [45] utilized a combination of
visual tracking methods, convolutional neural networks
(CNN) with line segment detector (LSD) for two-dimensional
tool detection tracked with spatio-temporal context (STC)
learning.

Tool-tip estimation can be simplified by augmenting
instruments with color-based or infrared markers
[46,47]. However, these methods struggle with visual
obstacles like blood, motion blur, and occlusions [48]. Su
et al. [16,18,49] explored methods that utilize both visual
information and robot kinematics prior to providing ac-
curate tool segmentation. Islam et al. [50] utilized an
auxiliary supervised deep adversarial learning agent to
segment the tool, but also provided more information
such as parts of the surgical tool in an attempt to un-
derstand complex surgical scenarios.

One observation of existing work that incorporates
robot kinematics with tool segmentation is that the tool
pose information has only been used to provide addi-
tional cues of the perceived tool location on the image
either in the form of a predicted mask of the surgical tool
or as numeric inputs, but not as a means to simplify the
perceived tool shape. Since the authors’ prior study
showed promising segmentation improvements by con-
ducting polar transformation from the image center as a
pre-processing step to simplify the tool shape, this work
aims to investigate if tool shape location information can
serve as a guide to select a custom polar transformation
center for each image, and hence improve the segmen-
tation results further by providing morphologically
amenable shapes for segmentation networks.

2. Methods

2.1. Data set curation and pre-processing

The images used in this study were obtained from the
University of Washington Sinus Surgery Cadaver/Live
Data set [51,52]. The endoscopic videos were recorded
using the Stryker 1088 HD camera and the Karl Storz
Hopkins Ø4mm 0� endoscope at 30 fps. The data set
includes binary annotations of tool pixels manually la-
beled by experts, with a variety of visual obstacles
present, including: motion blur, blood, occlusion, smoke,
shadows, and specular reflections. The images in this
dataset are obtained from a sinus surgery — a single
surgical tool exists in the endoscopic images, and the
orientation of the tool tip is rather consistent. Extending
this work to a variety of surgical scenarios would require
resolving multiple tools and their interactions.

In addition to the images and corresponding ground
truth tool segmentation labels, the experiments in this
work require numeric spatial information of the tool
shape, i.e. tip and the vanishing point location. Although
these could theoretically be extrapolated through robot
kinematics, the Sinus Data set used in this study did not
include robot state trajectories. The image pre-proces-
sing steps to estimate these tool shape features from the
ground truth binary labels are described below in
Secs. 2.3.1 and 2.3.2. The detailed usage of these tool
shape location features is elaborated upon in Sec. 2.3.

2.2. Variable center morphological transformation

In previous work, an endoscopic image circle center
morphological transform was used to spatially re-represent
the image data. Readers are directed to that work [14] for
details on the method. As previously described, this ap-
proach was based on the assumption that the surgical
tool tip is near the image center. As the operator may
navigate to various locations within the image frame,
there is a desire to perform a similar morphological
transformation but centered about an arbitrary location
within the image. A method was developed that, given a
transform-center pixel that represents the approximate
tool-tip location within the endoscopic image, generates
a spatially remapped version such that the

— rows represent equally sampled ray angles around the
transform center;

— columns represent, along a given radial angle (speci-
fied by the row), equally sampled distances along that
ray normalized by the distance from the transform
center to the image circle perimeter.

In this work, endoscopic images are 256� 256 pixel RGB
images. Incorporating pose estimation to localize the tool-
tip or vanishing point within the endoscopic image is an
intuitive improvement of the image-centered polar trans-
formation [14]. However, the technical implementation of
this morphological transformation about an arbitrary pixel
presents challenges. Sampling of the endoscopic image for
an arbitrary polar reference center is spatially nonuni-
form, either in the original image or in the polar repre-
sentation. Furthermore, once segmentation results are
generated for the polar representation, the results must be
adequately and consistently transformed back to the
rectangular format to inform useful segmentation results
for evaluation. A consistent and back-transformable
mapping is proposed and investigated in this work, and
inevitable data loss is characterized.

2.2.1. Morphological mapping

For the forward variable center transformation, f , let Np

be the set of natural numbers f1; 2; . . . ; 256g. Then

K. Huang et al.
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an endoscopic image may be represented by a set of
2562 ¼ 65; 536 different 3-tuples, which is denoted by C
¼ fðx; y; vÞg where ðx; yÞ 2 Np � Np represent pixel
coordinates and v the pixel content for the pixel at ðx; yÞ.
Given transform center, ðxc; ycÞ 2 Np � Np, the goal is to
generate a polar representation of the original image at
ðxc; ycÞ.

Since the variable center polar representation incor-
porates equally sampled ray angles about the transform
center, intersections of the 256 equally spaced rays with
the image circle perimeter are first determined (each row
of the transformed representation contain pixels sampled
along the line segment between ðxc; ycÞ and a perimeter
intersection point). To that end, let the 256 intersections
be determined by solving simultaneous equations

tan i
�

128

� �
¼

pyi
pxi
; ð1Þ

1282 ¼ ðpxi � 128Þ2 þ ðpyi � 128Þ2; ð2Þ
where i 2 Np is the intersection point index. (1) ensures
that the rays are equally sampled by radial angle, and (2)
enforces the intersection with the image circle perimeter.
Note that these two equations do not completely con-
strain the choices for pxi ; pyi — the selection must be
made to ensure that the solution within the correct
quadrant is chosen, which is easily verified by the signs of
xc � pxi and yc � pyi . The set of 256 equally sampled
(in terms of radial angle) perimeter points is thus chosen
as the pxi ; pyi where i 2 Np. An example of these inter-
section points and the associated rays are depicted in
Fig. 3(a).

For an original, rectangular representation for endo-
scopic image C, the accompanying variable center polar

representation with transform center ðxc; ycÞ 2 Np � Np

is expressed as a set of 3-tuples in Np � Np � Z where Z
denotes the set of values that an image pixel may take.
That set of 256� 256 different 3-tuples is denoted P,
where an element ð�;  ; sÞ 2 P represents the pixel of the
transformed image in the �th row and  th column, and s
is the image content at that pixel location. The variable
center transformation mapping, f : ðC;Nj � NpÞ ! P
with transform center ðxc; ycÞ is a surjective one. To
define this mapping, select arbitrarily an element in P,
call it ð�;  ; sÞ. Then

ð�;  ; sÞ ¼ f ððx; y; sÞ; ðxc; ycÞÞ;

where

x ¼
px� � xc
 

þ xc

� �
; ð3Þ

y ¼
py� � yc
 

þ yc

� �
; ð4Þ

where ðx; y; sÞ 2 C and ðpx� ; py�Þ is the �th perimeter
point derived by (1) and (2). Pixel values in the trans-
formed image P are pixels from C reparameterized by
radial angle and normalized distance from the transform
center, ðxc; ycÞ.

After a variable center transformed endoscopic image
is segmented and a prediction is made, the prediction
must be back-transformed into the original rectangular
coordinate frame (i.e. the original image circle) to eval-
uate performance with rectangular coordinate endo-
scopic images and rectangular ground truth image labels.
The back-transformation, g , is then composed of simple

Fig. 3. Depictions of perimeter point detection, forward variable center polar transformation, f , and reverse transformation g. In
(a), the transform center, green star at ðxc; ycÞ, is chosen at the tool tip. The perimeter points, at ðpxi ; pyiÞ, are selected such that they
are equally spaced in terms of angle with respect to the transform center (perimeter red circles). The polar morphological transform
will contain pixel data with each row sampled from a single ray (yellow dotted lines). In (b), a color palette is the chosen input
image, and the center of the yellow circle is chosen as the transform center — the resulting forward and reserve operations are
shown. In (c), a sample endoscopic image from a live sinus surgery is shown, with transform center chosen at the tool tip. The
forward transform results in the tool pixel representation similar to a rectangle. The back-transformed result retains the tool shape.

Pose-Informed Morphological Polar Transform
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reverse operations of the forward operations for f . Note
that this requires tracking of the transform center for the
particular endoscopic image, and that g is a surjective
mapping. For an arbitrary element, let it be ða; b; sÞ, in
the back-transformed image, B, the image content, s, at
pixel ða; bÞ is obtained from the transformed image
pixel ð�;  Þ by

ða; b; sÞ ¼ gðð�;  ; sÞ; ðxc; ycÞÞ;
where

� ¼ 256

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða� xcÞ2 þ ðb� ycÞ2

ðpx � xcÞ2 þ ðpy � ycÞ2

s$ ’
; ð5Þ

 ¼ atan2
b� yc
a� xc

� �
128
�

� �
: ð6Þ

An example of the forward and back transformation
for variable center morphological polar mapping of a
color palette and an endoscopic image are shown in Figs.
3(b) and 3(c).

2.2.2. Pixel recovery for a given transform center

For a given transform center, image information is hy-
pothesized to be lost more frequently with increasing
distance from transform center. This is depicted via
several illustrative transform center locations in Fig. 4.
Improved consistency of tool pixel content with the
variable center is apparent compared to image center
transformation. High recovery rate is focused near the
transform center.

Fig. 4. Seven sample tool labels (7 rows) were selected to depict the local recoverability map as a function of the tool tip location and
the selected polar approach APIC;T T ;VP . Column one contains each raw label whose tool tip and vanishing point are marked with a red dot
and a blue dot, respectively, and the image center is marked with yellow. Columns 2–4 are the polar transformation of the label
sequentially using APIC , APT T , or APVP ; a smallest bounding rectangle is overlaid on the polar images to illustrate the similarity of the
resultant tool shape with a rectangle. The back transformation results from the three polar approaches are listed in Columns 5–7, where
APT T most consistently preserves details surrounding the tool tip. Finally, the local recoverability maps are displayed in the last three
columns to demonstrate the pixel recovery rate after the forward and backward transformations within a 9� 9 neighborhood.

K. Huang et al.
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2.2.3. Recovery via transform center location

The polar transformation does not sample a rectangular
coordinate image uniformly. In particular, points are
sampled more densely closer to the image center, and
more sparsely near the image circle perimeter. While
some methods seek to re-sample the polar mapping for
more spatially uniform distribution of pixels selected, the
techniques result in nonrectangular outputs [25] or are
extremely computationally heavy [53]. The authors hy-
pothesize that with straight surgical tools, data loss of
pixels distant from the tool tip will not affect segmenta-
tion performance appreciably, as pertinent features are
most likely near the tool tip.

With that said, the variable center transformation may
exacerbate skewing of nonuniform spatial sampling to-
wards the transform center. To evaluate the effect of
transform center on total pixel loss, the transform center
was applied at each pixel within the image circle.
The proportion of distinct pixels recovered through the
variable center polar forward and back transformation
were logged at each transform center. The results are
represented as a color map in Fig. 5. This spatial loss map
is parameterized by transform center location, which is
distinct from the spatial loss depicted in Fig. 4 where a

single transform center is chosen and resultant pixel loss
is tracked.

2.3. Transform center selection

The transform center in this method should be informed
by relevant spatial features of the tool. These features
can be derived by projecting the tool shape onto the image
plane given known kinematics of the surgical robot and
endoscopic imaging device. When choosing the transform
center, two candidate locations were examined:

(1) tool tip;
(2) tool vanishing point.

The former was chosen to preserve as much information
surrounding the tool–tissue interaction point, since areas
near the transform center are densely sampled, as
depicted in Fig. 4. The latter was considered since it
would preserve, in the forward transformed image cre-
ated by f , a tool region most contained within a rectan-
gular bounding box suitable for the rectangular kernels
in image segmentation networks. Unfortunately, the
University of Washington Sinus Surgery Cadaver/Live
Data set currently contains neither robot nor endoscope
kinematic states. Instead, image-based methods were

Fig. 5. The total recoverable points were tracked using the forward and back transformation for each of the possible 51,431
transform centers. The forward transformation has a mean recovery rate of 0.4706, while the total (forward and back) transfor-
mation incurs additional loss with a mean recovery rate of 0.4371. In both cases, transform centers closer to the image center result
in less data loss.
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used to batch identify tool-tip and tool vanishing point
locations using the provided tool image labels.

2.3.1. Tool tip identification

The tool tips were automatically identified through a
series of morphological transformations and filtering
steps on the ground truth image labels. This procedure
leverages one key observation of the data set: oftentimes
the tool emerges into the scene from the bottom half of
the image and points roughly toward the upper half.

As illustrated in Fig. 6, the image label is first verti-
cally skewed to be twice the height to amplify the vertical
appearance of the tool. Then the tool mask, which is
denoted by the white pixels in the image label, is skele-
tonized. In this process, the pixels on object borders were
removed successively until no more pixels can be removed
without changing or destroying the connectivity [54]. This
can be achieved through three image processing steps:

(1) apply the Fast Exact Euclidean Distance (FEED)
transform [55] on the image label. This transforma-
tion outputs a distance map that has the same
dimensions of the input image and each pixel
encodes the Euclidean distance to the closest 0 val-
ued pixel. This will generate a ridge in the center of
the tool representing the “bones” of the skeleton;

(2) calculate the morphological Laplacian [56] edge de-
tection of the resultant image. This process is per-
formed to amplify the skeletal ridge;

(3) finally, take a heuristically tuned threshold to obtain
a binary mask of the skeletonized tool mask.

Next, the skeletonized mask is unskewed by re-scaling
the vertical height by linear extension in the tangent
direction that predominantly is angled up. Finally, the

tool tip is identified in the last column of Fig. 6 as
the intersection between the extended skeleton and the
nearest horizontal line that does not intersect the tool.
Since the tool is always pointing roughly vertically in
each image, vertical skewing will not significantly influ-
ence the relative position of the tool tip, and yet this
extra step resolves edge cases where only a small portion
of tool with greater width than height is present,
which would result in a horizontal skeleton without the
skewing step.

2.3.2. Vanishing point identification

The tool vanishing point identification was performed
using simple black and white image processing, as well
as a linear minimum area enclosing triangle algorithm
[57]. Because the tools are rigid, mostly cylindrical
objects, and the view angle from the endoscope typically
views partially along the axial direction of the tool, a
vanishing point is expected. That is, extending the edges
of the tool shape via perspective projection should result
in an intersection point — thus a minimum bounding
triangle is sought.

To start the process for any endoscopic image/label
pair, the perimeter of the labeled tool was first extracted
in the 4-connected sense, and a minimal vertex convex
hull was generated. A minimum-area bounding triangle
was then fit to the minimal convex hull, resulting in three
candidates for the vanishing point location. Two cases
then arise:

i) at least one vertex is within the image circle;
ii) all vertices are outside the image circle.

For the former, the vertex that is closest to the image
center in the 2-norm sense is selected as the tool vanishing

Fig. 6. Tool tip identification procedure. Pink blocks demonstrate the skew/unskew steps to amplify vertical height of the label.
The blue block shows the intermediate results of the skeletonization step. The right most column denotes the mathematical
derivation of the tool tip (yellow), the intersection of the skeleton (red), and the nearest nonintersecting horizontal line (blue).
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point. Since the tool extends from outside the field of view
to the tool tip, most minimum enclosing triangles will have
at least two vertices outside the image circle, leaving the
one closest to the tool-tip as the one inside.

In the case of the latter, the tool tip is first identified as
described in Sec. 2.3.1. Then, the minimum enclosing
triangle vertex closest to the tool-tip location in the 2-
norm sense is identified. A line segment is then drawn
between the tool-tip and the identified triangle vertex,
and the point that both lies along the image circle
perimeter and on the line segment is chosen as the
vanishing point transform center. The entire process of
vanishing point identification is depicted in Fig. 7.

3. Experiments

3.1. Experimental conditions

The endoscopic images were pre-processed through four
different morphological representations of image–label
pairs for training the U-Net image segmentation network,
resulting in the experimental conditions as described
below. The conditions are

AC The rectangular condition serves as the control
baseline, whereby no morphological transform is
applied. The original endoscopic images and labels
are used as inputs and outputs to the U-Net seg-
mentation network for training. This case repre-
sents the standard procedure.

APIC The image centered treatment transforms endo-
scopic images and labels via a polar transformation

about the fixed image center. This operation was
introduced in prior work [14], and was found to
improve segmentation performance for some
images. In particular, results suggested that endo-
scopic images with the tool tip near the center of
the image tended towards better segmentation
with this polar transformation.

APT T In this representation, for each input image, the
tool tip identification as described in Sec. 2.3.1 is
used on the label to identify the variable transform
center for morphologically mapping the image–
label pair via the proposed method in Sec. 2.2.1.
The transformed images and labels are then used
as inputs and outputs, respectively, for training the
U-Net segmentation network.

APVP In the vanishing point center method, the pre-
processing is identical to the preceding procedure
except the tool tip identification is performed as
described in Sec. 2.3.2.

3.2. Training and evaluation

The segmentation models in each of the AC;APIC ;APT T

and APVP methods used the U-Net architecture with dice
coefficient loss function, DL. Suppose that Yt is the
ground truth segmentation and Yp is the generated seg-
mentation prediction for a given input image. Then the
dice loss is computed as follows:

DL ¼ 1�
2½Yt \ Yp� þ S

Yt þ Yp þ S
; ð7Þ

Fig. 7. Illustration of vanishing point selection from tool tip label. First the perimeter is extracted and a minimal convex hull of the
tool tip is computed. A minimum bounding triangle is computed around the convex hull. For selecting the vanishing point, two cases
arise, (1) at least one vertex inside the image circle, (2) no vertices inside the image circle. In the former, the vanishing point is
simply the closest vertex to the image center. For the latter, the tool tip is calculated as described in Sec. 2.3.1, and a line segment is
drawn from the tool tip to the triangle vertex closest to the tool tip. The vanishing point is then chosen as the intersection of the image
circle perimeter and this line segment. The vanishing point is denoted as a red diamond, and the tool tip is denoted as a cyan circle.

Pose-Informed Morphological Polar Transform

2241003-9

J.
 M

ed
. R

ob
ot

. R
es

. 2
02

2.
07

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 2
4.

62
.2

00
.1

73
 o

n 
01

/0
5/

24
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



where S ¼ 1 as a smoothing term in order to avoid di-
vision by zero. While adding a small � in the denominator
also prevents division by zero, the proposed loss function
additionally inhibits overfitting by limiting the penalty
from Sørensen–Dice coefficient.

3.2.1. Training specifications

90% of the total data set was used for training, while the
remaining 10% was used for testing. This resulted in 956
testing images and 7404 randomly selected training
image–label pairs. For the training parameters, a batch
size of two for 50 epochs was utilized. Within each
epoch, 100 batches were used. A learning rate of 1�
10�4 was used with the Adam optimizer. Additional
augmentations including rotation range of 0.2, vertical
and horizontal shift range of 0.05, shear range of 0.05,
zoom range of 0.05, and occasional horizontal flip
were implemented in each of the methods using the
Keras API.

3.2.2. System specifications and hardware

Training and testing were performed on an Ubuntu 20.04
system with hardware specs: quad-core 64-bit Intelr
205CoreTM i7-7700 running at 3.6 GHz, 16 GB of DDR4
DRAM 3000MHz system memory, and a graphics engine
consisting of an NVIDIA GeForce GTX 1070 with 8 GB
of GDDR5 256 bit dedicated memory. The U-Net was
realized using Keras 2.4.3 and TensorFlow 2.2.0.

4. Results and Discussion

4.1. Rectangle similarity

To evaluate the effectiveness of the forward polar mor-
phological transforms, the rectangle similarity of forward
transformed labels was evaluated for seven test images,
as shown in Fig. 4 (bounding boxes in the “Forward
Transformation” column). The rationale and procedure is
described as follows.

Since the surgical tool in this data set roughly points
upward and into the image from the bottom half, a larger
portion of the tool shaft is visible when the tool tip
extends towards the top of the image. Therefore,
depending on the height of tool tip, the forward and
back-transformed polar images will have different reso-
lutions. The behavior in the left/right sense is hypothe-
sized to be relatively symmetric. With that said, the seven
points were carefully selected where the tool tips appear
within the 1st and 4th quadrants of the image frame,
respectively. These selections were such that the tool tip
was at the image center (Image 3), within the 1st quadrant
(Images 1,2), within the 4th quadrant (Images 6,7), and
along the border of the two quadrants (Images 4,5).

It is hypothesized that more rectangular image content
may be better suited for the kernels in the U-Net. To in-
vestigate this, the smallest bounding rectangle was over-
laid on each forward polar label and a similarity score was
assessed — note that no causal relationship is strictly
demonstrated here. The score is defined as follows:

Ts ¼ 100
Nt

Ab
; ð8Þ

where Nt is the number of tool pixels within the bounding
box, and Ab is the bounding box area. These scores are
shown in Table 1. One can observe thatAPIC produces the
most inconsistent scores; APT T is consistently low due to
the wide angle occupancy in the small radius region (left
border of the image); and theAPVP scores are consistently
high. However, the back transformation results in Fig. 4
show the best recovery near the tool tip for APT T , and
noticeable noise and uncertainty near the tool base for
APVP . Again, the tool region recovery varies spatially for
APIC , but since the transform center is fixed at the image
center, the overall rate is greatest. In other words, it shows
the best overall recovery rate as depicted in the “Recovery
Rate” column of Fig. 4 and Table 4.

4.2. Spatial recovery rate

The spatial recovery rate of the three proposed trans-
form center choices was investigated, with graphical
results shown in the right columns of Fig. 4. This metric
is defined as the percentage of unique points preserved
after the morphological polar transformation. The nu-
meric values of the total transformation (forward and
back) recovery for various transform center approaches
are shown in Table 2.

These results are consistent with graphical repre-
sentations shown in Fig. 4, notably that APIC has a con-
sistent and higher recovery rate compared to APT T and
APVP . Furthermore, the results indicate that the vanish-
ing point approach shows the worst recovery. This can be
attributed to the propensity for the vanishing point to be
further from the image center compared to the tool tip.

Table 1. Rectangular similarity score.

Image APIC APT T APVP

1 69.2567 30.2714 76.0773
2 57.5502 18.8297 62.7191
3 18.1738 17.3918 72.5027
4 47.7386 19.9569 75.2137
5 54.0441 36.5521 57.8632
6 50.0000 20.0093 76.8678
7 64.2857 27.5436 75.3953

Mean 51.5784 24.3650 70.9484
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4.3. Segmentation performance

4.3.1. Forward transformation

It was of interest to evaluate the performance of the tool
segmentation at each stage of the morphological trans-
formations. To that end, predictions from the trained
models APIC ;APT T , and APVP are represented in the
forward transformed coordinates. Before transforming
back for final evaluation, via back transformation g , the
predictions were compared with the forward trans-
formed ground truth labels. This evaluation provides
insight into the accuracy of the U-Net given the mor-
phological transform inputs and segmentation perfor-
mance prior to transforming back to rectangular
coordinates and incurring the losses therein. The Dice
and IoU scores for the direct predictions from the polar
trained U-Nets are shown in Table 3.

These results show that the morphological consis-
tency of the vanishing point variable center transform
were amenable to better segmentation, as across both
Dice and IoU, APVP attained highest scores. While the
rectangle similarity scores were poor for APT T , the tool
morphology was consistent for the same tool despite
shifting location, especially as compared with APIC . This
can be observed in the “Forward Transformation” col-
umn of Fig. 4. The transformed training label shapes
were observed to be consistent across both shape and
location for APVP as compared to APT T .

4.3.2. Total segmentation

While the segmentation performance in the polar coor-
dinate representations for various transform centers
provides insight into the raw effectiveness of the trained
U-Nets with respect to the training inputs and outputs, to
compare with the baseline of the original endoscopic
image, the back-transformed segmentation results must
be analyzed. The predicted labels were thus reverted
back to their rectangular coordinate representation via
the appropriate back transformation, g . Subsequently, the
Dice and IoU metrics for all representation methods were
evaluated on the original ground truth label for the test
set. The results are shown in Table 4.

As shown, the tool-tip transform center model, APT T ,
outperformed all other methods when evaluating the total
transformation (i.e. forward transformation image–label
pairs for training, back transformed predictions for eval-
uation). This suggests that, while the vanishing point
transform center U-Net,APVP , was best at segmenting test
data represented in the respective training domain, the
losses incurred by transforming back hindered overall
performance. As depicted in Fig. 5, the loss observed in the
forward transform is exacerbated after applying g , and the
tool vanishing point propensity to be near the image circle
border is greater than the tool tip. These factors combined
resulted in loss of granularity near the tool base for APVP,
despite consistent and superior segmentation in the for-
ward transformed representation.

4.4. Segmentation performance ranking by tool
spatial features

The segmentation performances of four different repre-
sentation approaches were also examined based on the
location of tool spatial features. Recall that in total, two
such tool features were used to determine transform
centers: (1) tool tip and (2) vanishing point. These shape
features may be of interest in examining the performance
trends of each method with respect to the feature location.

4.4.1. Performance by tool-tip location

For each test input image, a tool-tip location was deter-
mined via the method described in Sec. 2.3.1. The Dice

Table 2. Spatial recovery of transformed images [%].

Image APIC APT T APVP

1 53.8331 34.4067 34.0507
2 53.8331 43.9584 36.2786
3 53.8331 53.8331 37.9286
4 53.8331 49.5933 37.8138
5 53.8331 35.8018 40.9561
6 53.8331 49.8385 41.7695
7 53.8331 38.7652 49.0310

Mean 53.8331 43.7424 39.6898

Table 3. Segmentation of transformed images.

Metric APIC APT T APVP

Dice Mean 0.8853 0.9424 0.9482
Median 0.9172 0.9463 0.9522

IoU Mean 0.8077 0.8705 0.9029
Median 0.8471 0.8753 0.9088

Table 4. Evaluation on rectangular label.

Dice IoU

Algorithm Mean Median Mean Median

AC 0.8987 0.9056 0.8273 0.8345
APIC 0.9198 0.9268 0.8554 0.8637
APVP 0.9368 0.9450 0.8632 0.8730
APVP 0.9228 0.9293 0.8604 0.8680
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and IoU metrics for each metric were recorded and are
plotted spatially by the determined tool tip location and
via color code to show performance in Fig. 8. No distin-
guishable trend in performance versus identified tool tip
locations is observed within any of the four methods.

4.4.2. Performance by vanishing point location

In Fig. 9, the best performing algorithm for each
vanishing point location is color coded and a tinted

spline is used to represent the spatial coverage of best
performance.

The distribution of the best performing algorithm
when the vanishing point is determined to be in the
upper semicircle of the image circle is rather uniform. In
contrast, when the vanishing point is determined to be
near the bottom of the endoscopic image, the method
APVP outperforms other methods. Recall that the tools in
this data set predominantly enter the field of view from
the bottom of the image. This suggests that vanishing

Fig. 8. Dice and IoU scores for each method, APC ;APIC ;APT T ; and APVP with tool tip location tracked. No observable regions of
particularly biased performance for any of the methods were observed, suggesting the tool tip location is not a strong indicator for
selecting a transform center type for a particular image.

Fig. 9. For each image, the best performing method out of the four treatments, AC;APIC ;APT T ; and APVP , were tracked and are
color coded here, spatially mapped by the vanishing point location determined for that test image.
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points in the lower half of the image circle represent
tools that are just beginning to enter the endoscope field
of view.

With that in mind, when the tool tip enters the field of
view sufficiently, the light-blue tinted spline representing
APT T begins to perform better. This is consistent with the
tool tip location approaching the center of the image.

5. Conclusion

In this work, a variable center morphological polar
transformation method was introduced for re-repre-
senting endoscopic image data for the purposes of image
segmentation given robot kinematic state. In previous
work, a similar approach was investigated with promis-
ing results, yet with constraints on tool-tip location (ki-
nematic state ignorant). The approach here relaxed those
constraints, and is suitable for applications where kine-
matics and tool shape projection on the imaging plane
can be estimated. This kinematics aware approach
also necessitates a choice for the transform center. In
this manuscript, two such choices were evaluated: (1)
the tool tip and (2) the tool vanishing point. The two
representation methods investigated in prior work were
also examined in this paper. Thus, a total of four different
methods were evaluated:

AC� original baseline

APIC� image centered transform

APT T � tool tip transform center

APVP� vanishing point transform center

In general, the transformed images will oversample
pixels near the transform center. The variable center
morphological transformations were shown to preserve
image information proximal to the selected transform
center. Method APT T thus will preserve details near the
tool-tip location, which may be a benefit since the tool tip
is the primary tool–tissue interaction point. On the other
hand, method APIC , the original image centered polar
transformation, has consistently equal or better content
recovery over both APT T and APVP while performing

better than AC when the tool is near the center. This
compromise was investigated in prior work. Finally, APVP
resulted in the most consistent input images for training
the U-Net, but at the cost of lower recovery near the tool
base. With that said, the method still outperformed APT T
in certain cases.

The results of this work suggest that with robot ki-
nematic state or otherwise tool position informed pro-
cedures, a variable center morphological polar transform
can result in better tool segmentation performance. Fu-
ture work will investigate which features of tool shape
state may be useful in discriminating which transform
center is best suited for an arbitrary input image, and on-
the-fly transformation is possible with the simple trans-
formation operations. In general, the work presented
here coupled with the authors’ previous work provides
an encouraging framework and initial investigations into
the use of the polar transform on endoscopic images for
segmentation purposes.

5.1. Future work

Following the methods in the authors’ prior work, a
preliminary multi-class selection network was trained
with inputs containing four layers, one for each seg-
mentation mask type, with a convolutional neural net-
work. The network yielded near perfect algorithm
selection and resulted in mean and median dice scores of
0.945 and 0.951 and mean and median IoU scores of
0.883 and 0.892. A more interpretable feature space is
sought in order to describe the characteristics of input
images to inform the best usage of the kinematics
informed variable center transform.

Observing Fig. 8, image samples that yielded relatively
better segmentation results tended to consistently per-
form better across the four approaches. To further dis-
tinguish any differences, some individual segmentation
results were examined. Preliminary investigations note
that performance advantages may be spatially related.

Figure 10 is an example of a typical nonideal raw
segmentation result. The left depicts the ground truth
image label, while the center figure shows the APVP

Fig. 10. From left to right: a tool tip label accompanied by raw (prior to thresholding) segmentation predictions using APVP and
APT T . This is an example of a poor segmentation, yet the results complement one another.
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prediction and the right the APT T result. APVP appears to
preserve the overall tool shape, whereas APT T provides
great detail proximal to the tool tip. These advantages
appear mutually exclusive between the two methods in
this test image. Thus, instead of a selector network, a
stochastic fusion-based approach, which may adopt local
features from multiple predictions, might yield better
results compared to choosing one prediction alone
among four. As future work, kinematic information in
addition to spatial image features will be incorporated
with an aim to systematically predict regions or states
that will yield more confident results and algorithm se-
lection or fusion.

The methods presented in this work were developed
within the context of the endoscopic images in the Uni-
versity of Washington Sinus Surgery Cadaver/Live Data,
as described in Sec. 2.1. Of particular note, at most a
single surgical tool is present in the endoscopic images,
and the tool tip typically enters the frame from the lower
half of the image. Many RMIS procedures involve multi-
ple tools. Future work may need to consider multi-tool
segmentation and resolving numerous predictions for a
given endoscopic image. Frame-by-frame tracking of
multiple tools may inform isolated ROIs for each tool and
subsequent processing.

While timing considerations are beyond the interest
of this work, future work may seek to gain more specific
and detailed insight into timing performance. In this re-
search, the flexible center polar transformation is a pre-
processing step which operates at around 15Hz on the
hardware specified in Sec. 3.2.2. As reported in [58], the
standard U-Net makes inferences at around 188ms per
256� 256 image, or roughly at 5Hz. With hardware ac-
celeration and parallel computing, the bottleneck in the
proposed method would be in segmentation mask gen-
eration, not the polar transformation. The polar trans-
formation pre-processing step is more computationally
efficient than the U-Net inference itself, and thus is un-
likely to hinder the overall segmentation frame rate.
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