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Neumann problems for p-harmonic functions, and induced

nonlocal operators in metric measure spaces

Luca Capogna, Josh Kline, Riikka Korte,

Nageswari Shanmugalingam, Marie Snipes ∗

April 4, 2022

Abstract

Following ideas of Caffarelli and Silvestre in [20], and using recent progress in
hyperbolic fillings, we define fractional p-Laplacians (−∆p)

θ with 0 < θ < 1 on any
compact, doubling metric measure space (Z, d, ν), and prove existence, regularity and
stability for the non-homogenous non-local equation (−∆p)

θu = f. These results, in
turn, rest on the new existence, global Hölder regularity and stability theorems that we
prove for the Neumann problem for p-Laplacians ∆p, 1 < p <∞, in bounded domains
of measure metric spaces endowed with a doubling measure that supports a Poincaré
inequality. Our work also includes as special cases much of the previous results by
other authors in the Euclidean, Riemannian and Carnot group settings. Unlike other
recent contributions in the metric measure spaces context, our work does not rely on
the assumption that (Z, d, ν) supports a Poincaré inequality.
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1 Introduction

The goal of this paper is to construct and study a notion of the fractional p-Laplacian in the
setting of compact doubling metric measure spaces, by extending Caffarelli and Silvestre’s
approach in [20]. Our strategy consists of two main steps: First, we continue the study
begun in [53], of the Neumann boundary value problem for the p-Laplacian, 1 < p <∞,

∆pu := div(|∇u|p−2∇u) = 0 in Ω,

|∇u|p−2∂ηu = f on ∂Ω,

expressed in the weak form
ˆ

Ω
|∇u|p−2∇u · ∇φdµ =

ˆ

∂Ω
φf dν for every Sobolev function φ,

where Ω is an open domain in a metric measure space (X, d, µ) equipped with a doubling
measure supporting a Poincaré inequality. In this general setting ∇u indicates either the
gradient in a Cheeger differential structure (see [24]) or in an infinitesimally Hilbertian
structure in the sense of Gigli [2, 3, 40, 41], and hence provides a unified framework for a
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wide class of operators. We prove global Hölder regularity and stability results with respect
to the Neumann data in suitable Lebesgue classes.

Second, using our new results for the Neumann problem, we provide a construction of a
family of fractional p-Laplacian operators on the boundary of the domain. In fact, thanks
to Theorem 1.5, we can construct an analog of the fractional Laplacian for any compact
doubling metric measure space (Z, dZ , ν) even if it does not support a 2-Poincaré inequality.
We do this by constructing a locally compact but non-compact doubling metric measure
space (X, d, µ) that supports a 1-Poincaré inequality such that Z is biLipschitz equivalent
to ∂X = X \X, and considering solutions to the corresponding Neumann boundary value
problem in X. Such a construction of a metric measure space X as a uniformization of a
hyperbolic filling of Z can be found in [14]. We will discuss this in detail in Section 2.7
below. As a consequence, we prove existence, regularity, Harnack inequality and stability
for solutions of the associated non-homogenous equation

(−∆p)
θv = f in Z,

with θ ∈ (0, 1). We also prove that for p = 2, the fractional operators defined here are
the same as those appearing in the literature, so that our results extend (and occasion-
ally sharpen) earlier work by other authors in the setting of Euclidean spaces [20, 58],
Riemannian manifolds [8], Carnot groups [33], and even in metric measure spaces [32].

We remark explicitly that even in the special case p = 2, part of the novelty of our
approach is that it allows one to define and study fractional Laplacians in metric measure
spaces that support neither a Poincaré inequality nor a corresponding regular Dirichlet
form, such as the Von Koch snowflake K, or the Rickman rug [0, 1] ×K.

Next, we proceed by outlining the relevant assumptions of the paper, before stating our
main results.
Structure hypotheses: Throughout the paper we let 1 < p < ∞, and Ω be an open,
connected domain in a complete metric measure space (X, d, µ) such that:

(H0) Ω is a John domain as defined in Subsection 2.1.

(H1) (Ω, d, µ|Ω) is doubling and supports a p-Poincaré inequality as in Subsection 2.2 and
Subsection 2.3.

(H2) The boundary ∂Ω is equipped with a Radon measure ν for which there are constants
C ≥ 1 and 0 < Θ < p such that for all x ∈ Z and 0 < r < 2 diam(∂Ω),

1

C

µ(B(x, r) ∩ Ω)

rΘ
≤ ν(B(x, r)) ≤ C

µ(B(x, r) ∩ Ω)

rΘ
; (1.1)

that is, ν is a Θ-codimensional Hausdorff measure with respect to µ⌊Ω.

Remark 1.2. The constants associated with p, the John domain condition, and the above
two conditions will be referred to as the structural constants.
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Recall that John domains are necessarily bounded domains. Condition (H0) can be
waived for Theorem 1.5 and Theorem 1.6. The boundedness of Ω is used by us only to know
that solutions to the Neumann boundary value problem exist (see [53]), and Condition (H0)
is used only to know the existence of traces of Sobolev functions on Ω and ensure that the
trace lies in the suitable Besov class of functions on the boundary of Ω. For unbounded
domains, John condition can be replaced with the assumption that Ω is a uniform domain
in order to obtain local trace estimates as in [52], and this is sufficient for Theorem 1.5
and Theorem 1.6 in the event that Ω is not bounded. Note that [20, 33] establish neither
existence nor stability results for the fractional Laplacian, but focus only on local regularity
such as Hölder continuity and Harnack inequality, under the assumption that the solution
to the fractional Laplacian problem exists. Hence our results recover those of [20, 33] in
the case that ∂Ω is a Euclidean space or a Carnot group.

Remark 1.3. Our choice of 0 < Θ < p in (H2) corresponds to the choice of a in [20].
In [20], for each 0 < θ < 1 the choice −1 < a = 1 − 2θ < 1 is made in considering the
weight ya imposed on the domain Ω = Z× (0,∞), and in this paper, we need Θ = 2(1− θ)
(with p = 2) correspondingly.

Remark 1.4. The structure hypotheses are more general than those assumed in the lit-
erature so far. In fact, domains with fractal boundaries such as in the vonKoch snowflake
domain satisfy these conditions for some Θ 6= 1. Moreover, such a flexibility allows us
to consider all powers θ ∈ (0, 1) rather than just θ = 1/2. These structural assumptions
are satisfied by the contexts studied in [20, 33, 58], where Ω = X × (0,∞) with X either
a Euclidean space or a Carnot group, and Ω equipped with a weighted product measure.
Moreover, every compact doubling metric measure space X is the boundary of a John do-
main (and in fact, the boundary of a uniform domain) satisfying our structural conditions,
see [14].

The first main theorem of this paper, stated next, is the main tool we use to construct
the fractional operator on the metric space (∂Ω, d, ν) by considering analogs of the Dirichlet-
to-Neumann transformation. Condition (c) of this theorem tells us that the trace of the
solution u on ∂Ω should belong to the domain of the fractional operator.

Theorem 1.5. Suppose that conditions (H0), (H1) and (H2) hold for the metric measure
space (X, d, µ) and Ω. Fix 1 < p <∞, and suppose that f : ∂Ω → R be in the class Lp′(∂Ω)
where p′ is the Hölder conjugate of p with

´

∂Ω f dν = 0. Let u ∈ N1,p(Ω) = N1,p(Ω). Then
the following are equivalent.

(a) u is a solution to the Neumann boundary value problem with data f in the domain
Ω ⊂ X; that is, for all φ ∈ N1,p(Ω),

ˆ

Ω
|∇u|p−2∇u · ∇φdµ =

ˆ

∂Ω
φf dν
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(b) u minimizes the energy functional

I(v) :=

ˆ

Ω
|∇v|p dµ− p

ˆ

∂Ω
vf dν

among all functions v ∈ N1,p(Ω). Here we extend ν to a measure on the closure Ω by
zero outside of ∂Ω.

(c) u is p-harmonic in Ω and

|∇u|p−2∇u · ∇ηǫ dµ ⇀ −f dν.

Here the convergence is that of weak convergence of signed Radon measures on Ω, and
the function ηǫ : Ω → R is given1 by ηε(x) = min{1, dist(x,Ω \ Ω)/ε}, and again we
extend ν to a measure on the closure Ω by zero outside of ∂Ω.

The proof of Theorem 1.5 is in Section 3.
Next we turn our attention to global properties of solutions of the Neumann boundary

value problem, namely we obtain Hölder regularity up to the boundary, and stability with
respect to the data. Here, the index Q is the lower mass bound exponent associated with
the measure µ as in (2.1). Notice that we can increase the value of Q in (2.1), and so,
if we are willing to pay the price of changing the estimates in the following theorem, the
restriction p ≤ Q should not be considered to be a restrictive one.

Theorem 1.6. Assume that (H0), (H1) and (H2) hold, 1 < p ≤ Q, and let u be a solution
of the Neumann problem as in Theorem 1.5, for the boundary data f ∈ Lq(∂Ω, ν), with
´

∂Ω f dν = 0. If
Q−Θ
p−Θ < q,

then u is (1− ε)-Hölder continuous in Ω with

ε = max
{
1− α, Θ(q−1)+Q

pq

}
,

and where α is as in Proposition 4.1. Furthermore, there is a constant C > 1 such that if
u ≥ 0 on Ω and W ⊂ ∂Ω is a non-empty relatively open subset of ∂Ω with f = 0 on W ,
then whenever x ∈ Ω∪W and r > 0 such that B(x, 2r)∩Ω ⊂W ∪Ω, we have the Harnack
inequality

sup
B(x,r)∩Ω

u ≤ C inf
B(x,r)∩Ω

u.

1From our structural assumption (H2), we have that
´

B(ζ,r)
|∇ηε| dµ is at most a constant multiple of

ε−1+Θν(B(ζ, 2r)) whenever ζ ∈ ∂Ω and r > 0.
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This theorem will be proved in Section 4, but an explanation regarding the proof is
warranted here. Even in the Euclidean setting, the perspective of metric spaces gives a
new viewpoint of the Neumann problem; we can see the domain Ω as an open subset of
an ambient metric measure space while also viewing Ω as a metric measure space in its
own right. This allows us to see the solutions for Neumann boundary value problem also
as solutions to the inhomogeneous problem −∆pu = νf on the metric measure space Ω,
where the measure νf is a singular measure, supported on the boundary ∂Ω = Ω \ Ω, and
is associated with the Neumann data of the original Neumann boundary value problem.
This point of view allows us to adapt a Morrey-Campanato type argument on the whole
“open set” that is Ω. To do so, we took inspiration from [55], but as we rely on the results
from [53] and [48], our proof is more direct. The idea is to prove a version of the Morrey
inequality for the metric measure space setting. Note that with our assumption on ∂Ω, we
have that µ(∂Ω) = 0. For p = 2, the argument in the proof of Hölder continuity on regions
of ∂Ω where f = 0, in the Euclidean, Riemann manifold setting, and Carnot setting as
established by [8, 20, 23, 33, 58] is based on a Harnack inequality, from which the Hölder
continuity follows. Here we give a more direct proof of the theorem, and in doing so, we
obtain Hölder continuity even in regions of the boundary where the Neumann data f does
not vanish. Hölder regularity results for the non-homogeneous equation were obtained for
bounded Euclidean domains in [22], and it is interesting to note that the limitations placed
on the data f in [22] is also the limitation in the coarser setting of nonsmooth metric spaces.
We also point out that, unlike the above-mentioned papers, our discussion also includes the
nonlinear setting p 6= 2 of the (fractional) p-Laplacian, and that the Harnack inequality
for the homogenous fractional PDE follows by virtue of the global Hölder regularity of the
Neumann problem and by the results in [48].

In terms of continuity with respect to boundary data, we prove the following,

Theorem 1.7. Let 1 < p and p′ = p
p−1 , and suppose that (H0), (H1) and (H2) hold. There

exists a constant C > 0 depending on the structural constants in (H0), (H1), and (H2) such
that the following holds. For boundary data f, g ∈ Lp′(∂Ω, ν) with

ˆ

∂Ω
f dν = 0 =

ˆ

∂Ω
g dν,

denote by u, v ∈ N1,p(Ω̄) respectively the solutions to the corresponding p-Neumann problems
such that

ˆ

Ω
u dµ = 0 =

ˆ

Ω
v dµ.

Then, when p ≥ 2 we have

‖∇u−∇v‖Lp(Ω) ≤ C
(
‖f‖Lp′ (∂Ω) + ‖g‖Lp′ (∂Ω)

) 1
p(p−1)

‖f − g‖
1
p

Lp′ (∂Ω)
,
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and when 1 < p < 2 we have

‖∇u−∇v‖Lp(Ω) ≤
(
‖f‖Lp′ (∂Ω) + ‖g‖Lp′ (∂Ω)

) 3−p
2(p−1)

‖f − g‖
1
2
Lp′ (∂Ω)

.

As a consequence of this theorem together with Lemma 8.1 and the Poincaré inequality,
we see that if the boundary data converges in Lp′ to a function f ∈ Lp′ , then the solutions
converge to a solution of the Neumann boundary value problem with boundary data f . We
will prove this theorem in Section 5 below. In addition, in Theorem 5.4 we also prove a
weaker form of stability that applies to the Neumann problem with respect to the upper
gradient formulation. Theorem 5.4 is independent of the above theorem as it considers a
variant Neumann boundary value problem that arises from an energy minimization principle
that may not correspond to an Euler-Lagrange equation unless the metric measure space
is infinitesimally Hilbertian in the sense of Gigli [2, 3, 40, 41]. Such an Euler-Lagrange
equation is essential for our proof of Theorem 1.7. In the setting of hyperbolic filling as
in [14] and in Section 6, there is a Cheeger differential structure that is available to us, and
so from the point of view of studying nonlocal minimization problems, we do not lose much
by considering the Cheeger differential formulation.

We are now ready to introduce and discuss the fractional (non-local) operators we are
interested in.

Definition 1.8. Let (Z, d, ν) be a metric measure space. For any 1 < p <∞ and 0 < θ < 1,
consider a form E : Lp(Z)×Lp(Z) → [−∞,∞], that is linear in the second component and
with E(αu, βv) = |α|p−2αβ E(u, v), such that E(u, u) ≈ ‖u‖Bθ

p,p(Z) whenever u is in the

Besov class Bθ
p,p(Z). We say that a function u ∈ Bθ

p,p(Z) is in the domain of the fractional

p-Laplacian operator (−∆p)
θ if there is a function f ∈ Lp′(Z) such that the integral identity

E(u, ϕ) =

ˆ

Z
ϕf dν

holds for every ϕ ∈ Bθ
p,p(Z). We then denote

(−∆p)
θu = f ∈ Lp′(Z).

The above definition is concomitant with the notion of Laplacian in the theory of Dirich-
let forms, see for example the comprehensive book [35]. The fractional operators we consider
in this paper are associated to the form (1.9) below. Its definition is based on a process rem-
iniscent of the hyperbolic filling technique: We will show in Section 6 that, given 1 < p <∞
and 0 < θ < 1, every compact doubling metric measure space Z arises as the boundary of
a uniform domain Ω that is equipped with a measure µ so that the metric measure space
X = Ω = Ω ∪ Z, together with Z = ∂Ω, satisfies conditions (H0), (H1) and (H2), with
θ = 1 − Θ/p. We fix a Cheeger differential structure ∇ on Ω. For each u ∈ Bθ

p,p(Z) we
consider û to be the unique function in N1,p(Ω) such that û is Cheeger p-harmonic in Ω and
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has trace Tr(û) = u ν-almost everywhere on Z. We will show that
´

Ω |∇û|p dµ ≈ ‖u‖Bθ
p,p(Z)

(see Section 6 below). We then set

ET (u, v) :=

ˆ

Ω
|∇û|p−2∇û · ∇v̂ dµ. (1.9)

This construction gives us a way of analyzing a wide array of fractional operators (−∆p)
θ

on the Besov class Bθ
p,p(Z), for we have a broad choice of Ω, and for each choice of Ω

we then have the flexibility of choosing a desired Cheeger differential structure as outlined
in [24] (see [45] for further exposition on Cheeger differential structure). We may, instead
of a Cheeger differential structure, consider the Γ-limit of discrete differential structures as
discussed in [31]. Should Ω be infinitesimally Hilbertian in the sense of [40, 41], we may
use the differential structure associated with the infinitesimal Hilbertianity. Additional
choices of structures are available in the Euclidean setting, and a related family of non-
local fractional operators were studied by Caffarelli and Soria-Carro in [21] using lower
dimensional slices.

Another approach to the notion of Laplacian is from the theory of Dirichlet forms, see
for example [35]. To emphasize this connection we introduce a new form Ep(u, v), given by

Ep(u, v) =

ˆ

Z

ˆ

Z

|u(y)− u(x)|p−2(u(y)− u(x))(v(y) − v(x))

ν(B(x, d(x, y)) d(x, y)θp
dν(y) dν(x),

with u, v ∈ Lp(Z). Note that E2 is a Dirichlet form in the sense of [35], and is associated
with a jump process, see also [9, 26, 27, 28]. In the following theorem, QZ is the lower
mass bound exponent corresponding to Q from (2.1) for the doubling measure ν on Z, and
p′ = p/(p − 1) is the Hölder conjugate of p.

Theorem 1.10. Let (Z, d, ν) be a compact doubling metric measure space, 1 < p <∞, and
0 < θ < 1. Then the form ET on Bθ

p,p(Z) given by (1.9) satisfies ET (u, u) ≈ Ep(u, u) for
each u ∈ Bθ

p,p(Z) with the comparison constant depending solely on the doubling constant of
ν and the indices p, θ. Denote by (−∆p)

θ the fractional p-Laplacian associated to the form
ET (u, u). Moreover,

(i) For each f ∈ Lp′(Z) with
´

Z f dν = 0 there exists a function uf ∈ Bθ
p,p(Z) such that

(−∆p)
θuf = f on Z. If ũf is any other such function, then uf − ũf is constant

ν-a.e. in Z. If in addition f ∈ Lq(Z) for some q > max{1, QZ/θ}, then uf is Hölder
continuous on Z.

(ii) There exists a constant C > 0, depending only on the structure constants, such that if
f1, f2 ∈ Lp′(Z) with

´

Z f1 dν = 0 =
´

Z f2 dν and uf1 , uf2 are the functions in Bθ
p,p(Z)

corresponding to f1, f2 as above, then

‖uf1 − uf2‖Lp(Z) ≤ C max{‖f1‖Lp′ (Z), ‖f2‖Lp′ (Z)}
κ ‖f1 − f2‖

τ
Lp′ (Z)

,
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with κ = 1/(p(p− 1)), τ = 1/p when p ≥ 2 and κ = (3− p)/(2(p− 1)), τ = 1/2 when
1 < p < 2.

(iii) Let W ⊂ Z be an open (nonempty) subset such that f = 0 on W . There exists
a constant C > 0 depending only on the structure constants, such that if u ≥ 0 is
a solution of (−∆p)

θu = f in Z, then u satisfies the Harnack inequality supB u ≤
C infB u for all balls B = BR such that B4R ⊂W .

This theorem will be proved in Section 6.

Remark 1.11. We can weaken the hypotheses of the above theorem by replacing the
compactness requirement of Z with the condition that Z is biLipschitz equivalent to the
boundary of a uniform domain that satisfies the conditions (H0), (H1), and (H2). Thus the
above theorem also includes the cases when Z is the entire Euclidean space as in [20] or
even a Carnot groups as in [33].

In [32] an alternate construction, based on spectral theory, for a fractional Laplacian
(−∆2)

θ corresponding to a Cheeger differential structure on a complete doubling metric
measure space (Z, dZ , ν) supporting a 2-Poincaré inequality was constructed and studied.
The methods used there depended strongly on the availability of the Poincaré inequality
on the metric space itself, and moreover, it is not adaptable to fractional powers of the
nonlinear p-Laplacian operator (−∆p)

θ. In [32], the metric space (Z, dZ , ν) is naturally
seen as the boundary of the unbounded domain Z × (0,∞), where X = Z × [0,∞) is
equipped with the ℓ2-product metric and the product measure. In contrast, in our present
study, we consider fractional Laplacians on the boundary of a bounded domain. Therefore,
to show that the two approaches lead to the same notion of nonlocal Laplacian, we show that
we can conformally transform X into a bounded doubling metric measure space Ω so that it
supports a 2-Poincaré inequality and that functions that are 2-harmonic in Z× (0,∞) = X
are also 2-harmonic in this modified space, and finally that Z is isometric to the boundary
of this modified space.

Theorem 1.12. Let (Z, d, ν) be a compact doubling metric measure space supporting a
2-Poincaré inequality, and let X = Z × (0,∞). There is a conformal transformation of
X to a metric space Ω with transformed metric dρ, together with a natural tranformation
νω of the measure ν, so that (Ω, dρ, νω) is a John domain in its completion Ω and so that
(Ω, dρ, νω) satisfies our hypotheses (H0), (H1) and (H2). Moreover, Z is isometric to ∂Ω,
and the fractional Laplacian (−∆2)

θ as constructed in Theorem 1.10 above agrees with the
construction given in [32].

This theorem will be proved in Section 7, see Subsection 7.5.

Remark 1.13. The fractional Neumann boundary value problem considered in [22, (1.6)]
for bounded Euclidean domains U correspond to the solutions constructed in [32] for the
domain Ω = U × (0,∞). Theorem 1.12 shows then that the problem studied in [22,
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(1.6)] corresponds to the problem studied in the present paper, in the special setting of
p = 2 and in the Euclidean setting. We point out that the Hölder regularity result [22,
Theorem 1.2] requires the same integrability condition on the nonhomogenous data f as
that of Theorem 1.6.

In the smooth setting of Euclidean spaces, Carnot groups and asymptotically hyperbolic
Riemannian manifolds, there is now a vast literature on fractional powers of the Laplacian
operator, and [8, 20, 21, 22, 23, 58] is merely a small sampling of the current literature;
these all are associated with the fractional powers of the linear operator (i.e., p = 2). The
literature in more general non-smooth setting is more limited; we refer interested readers
to [6, 7, 10, 28, 32, 33, 40] as well as the references listed therein for the linear setting. For
symmetry results related to some other problems involving fractional p-Laplacian in the
setting of Euclidean and Heisenberg group settings and for the use of the method of moving
planes in those settings, we refer the interested reader to [5, 25, 59] and the references
listed therein. Analysis of non-local (linear, that is, p = 2) operators was undertaken in
the papers [26, 27, 28] from the point of view of jump processes and more general α-stable
processes (recall that for us, α = 2θ) using the language of Dirichlet forms. In [26], Chen
and Kumagai consider such processes on Ahlfors regular complete metric measure spaces,
and prove Hölder regularity, see for example [26, Theorem 4.14]. In [27] they extend this
study to doubling metric measure spaces where a notion of uniform doubling property is
also assumed; this additional property is removed in the recent paper [28]. Our approach is
more aligned with the approach of [20], as that approach is adaptable also to the nonlinear
(p 6= 2) setting as well.

2 Background

In this section we gather together the needed background used in the paper. The triple
(X, d, µ) denotes a complete metric measure space with µ a Radon measure. We now list
some basic notions associated with the theory of analysis on metric measure spaces. For
x ∈ X and r > 0, the ball centered at x and with radius r is denoted B(x, r), that is,
B(x, r) consists of all the points y ∈ X for which d(x, y) < r. The closed ball B(x, r)
consists of all the points y ∈ X for which d(x, y) ≤ r. Note that in general B(x, r) could
be a larger set than the topological closure of the open ball B(x, r), but if X is a length
space these two sets are the same.

2.1 John and uniform domains

Recall that we assume X to be a complete metric space. We say that a domain Ω ⊂ X is a
John domain if there is a point x0 ∈ Ω, called a John center, and a John constant CJ ≥ 1
such that whenever x ∈ Ω, there is a rectifiable curve γx in Ω with end points x0 and x
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such that for each point z in the trajectory of γx we have that

distX\Ω(z) ≥ C−1
J ℓ(γx[x, z]),

where γx[x, z] denotes the segments of γx with end points z and x. Clearly a John domain
is a connected open set, and moreover, if Ω 6= X then Ω is bounded. In this paper we also
refer to a narrower class of domains, called uniform domains, characterized by the existence
of a constant CU ≥ 1 such that for every pair x, y ∈ Ω there exists a rectifiable curve γxy
joining them, with the property

distX\Ω(z) ≥ C−1
U min

(
ℓ(γxy[x, z]), ℓ(γxy [z, y])

)
and ℓ(γxy) ≤ CUd(x, y),

for all z ∈ γxy. Clearly a bounded uniform domain is also John, but the converse is false.

2.2 Measures

We say that the measure µ is doubling if there is a constant Cd ≥ 1 such that

0 < µ(B(x, 2r)) ≤ Cd µ(B(x, r)) <∞

for each x ∈ X and r > 0. Doubling measures satisfy the following lower mass bound
property: there are constants c > 0 and Q > 0 such that for each x ∈ X, 0 < r < R, and
for each y ∈ B(x,R),

c
( r
R

)Q
≤

µ(B(y, r))

µ(B(x,R))
, (2.1)

see for example [45, page 76]. The constant c depends solely on the doubling constant Cd.
The measure µ is Ahlfors Q-regular for some Q > 0 if there is a constant C ≥ 1 such

that for all x ∈ X and r > 0 we have C−1rQ ≤ µ(B(x, r)) ≤ C rQ. It is now well-known
that parts of harmonic analysis can be conducted on doubling metric measure spaces,
as described in [57, page 8], though currently there is significant headway in extending
the theory of singular integrals beyond doubling spaces. However, much of the theory of
quasiconformal maps seems to require µ to be Ahlfors regular, see for instance [44]. If µ is
Ahlfors Q-regular, then µ is comparable to the Q-dimensional Hausdorff measure on X.

2.3 Newton-Sobolev functions and Poincaré inequalities

We are interested in using a first-order calculus in metric measure spaces; such a first order
calculus was first developed by Heinonen and Koskela in their seminal paper [44] in the
process of investigating quasiconformal mappings between Ahlfors regular metric spaces;
see also [12, 42, 45, 56]. The idea here is that one needs only the information encoded in
magnitude of the gradient of a function in order to conduct much of first-order calculus.
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Given a measurable function u : X → R, we say that a non-negative Borel measurable
function g on X is an upper gradient of u if

|u(x)− u(y)| ≤

ˆ

γ
g ds

for every non-constant compact rectifiable curve γ in X; here, x and y denote the terminal
points of γ. The function u is said to be in the Dirichlet–Sobolev class D1,p(X) (also known
as the homogeneous Sobolev class) if u has an upper gradient that belongs to Lp(X); and
u is said to be in the Newton-Sobolev class N1,p(X) if it is in D1,p(X) and in addition,
u itself belongs to Lp(X). Given that upper gradients are not unique, we set the energy
semi-norm on D1,p(X) by

Ep(u)
p := inf

g

ˆ

X
gp dµ,

where the infimum is over all upper gradients g of u. The norm on N1,p(X) is given by

‖u‖N1,p(X) := ‖u‖Lp(X) + Ep(u).

Indeed, if 1 ≤ p <∞, for each u ∈ D1,p(X) there is a unique (up to sets of µ-measure zero)
non-negative function gu that is the Lp-limit of a sequence of upper gradients of u from
Lp(X) and so that for each upper gradient g of u we have that ‖gu‖Lp(X) ≤ ‖g‖Lp(X). The
functions gu belong to a larger class of “gradients" of u, called p-weak upper gradients, see
for example [42, 45, 56] or [12].

For 1 ≤ p < ∞, the metric measure space (X, d, µ) is said to support a p-Poincaré
inequality if there are constants CP > 0 and λ ≥ 1 such that for all u ∈ D1,p(X) and balls
B = B(x, r) in X, we have

 

B(x,r)
|u− uB | dµ ≤ CP r

(
 

B(x,λr)
gpu dµ

)1/p

.

It was shown in [42] that if X is a length space, then we can take λ = 1 at the expense of
increasing the constant CP .

For the rest of this section, we consider Ω to be a domain in a complete metric space
X. From [1, Section 7] we know that if X is locally compact and equipped with a measure
µ so that µ is doubling and supports a p-Poincaré inequality for some 1 ≤ p <∞, then the
zero-extension of µ to the completion X of X also is doubling and supports a p-Poincaré
inequality. Moreover, in this case, N1,p(X) = N1,p(X). We will exploit this property in
this paper by using the identity N1,p(Ω) = N1,p(Ω) when the restriction of µ to Ω is also
doubling and supports a p-Poincaré inequality.

12



2.4 Besov spaces

Consider a metric measure space (Z, d, ν). For 0 < θ < 1 and 1 < p < ∞ we will consider
the following Besov energy:

‖u‖pθ,p :=

ˆ

Z

ˆ

Z

|u(y)− u(x)|p

d(x, y)θp ν(B(x, d(x, y)))
dν(y) dν(x),

and set Bθ
p,p(Z) to be the space of all Lp–functions for which this energy is finite. If ν is

Ahlfors Q-regular, then we can replace ν(B(x, d(x, y)) with d(x, y)Q to obtain an equivalent
energy. The following lemma holds also for this modified norm. The homogeneous Besov
space HBθ

p,p(∂Ω) is the collection of equivalence classes of functions from Bθ
p,p(∂Ω), where

two functions u, v ∈ Bθ
p,p(∂Ω) are said to be equivalent if ‖u − v‖θ,p = 0, that is, u − v is

ν-a.e. constant on ∂Ω. By a slight abuse of notation, we conflate equivalence classes that
are elements of HBθ

p,p(∂Ω) with representative functions in those classes, but are careful to
remember that then there is an ambiguity up to additive constants here.

Lemma 2.2. Let Z be a bounded metric space equipped with a measure ν with ν(Z) <∞.
If f ∈ HBθ

p,p(Z), then f ∈ Lp(Z). Moreover, there exists C > 0 such that for all f ∈

HBθ
p,p(Z) we have that

‖f − fZ‖Lp(Z) ≤ C‖f‖θ,p. (2.3)

Here fZ =
ffl

Z f dν. In particular, HBθ
p,p(∂Ω) is a reflexive Banach space under the norm

‖ · ‖θ,p, and is a Hilbert space when p = 2.

Proof. Since

‖f‖pθ,p =

ˆ

Z

ˆ

Z

|f(y)− f(x)|p

ν(B(y, d(x, y)))d(x, y)θp
dν(y)dν(x) <∞,

there exists x0 ∈ Z such that |f(x0)| <∞ and

C :=

ˆ

Z

|f(y)− f(x0)|
p

ν(B(y, d(x0, y)))d(x0, y)θp
dν(y) <∞.

Thus, we have that

1

ν(Z) diam(Z)θp

ˆ

Z
|f(y)− f(x0)|

pdν(y) ≤ C.

Since Z is bounded and ν(Z) <∞, it follows that
ˆ

Z
|f(y)|p ≤

ˆ

Z
(|f(y)− f(x0)|+ |f(x0)|)

p dν(y)

≤ 2p
(
ˆ

Z
|f(y)− f(x0)|

pdν(y) + |f(x0)|
pν(Z)

)

≤ 2p
(
Cν(Z) diam(Z)θp + |f(x0)|

pν(Z)
)
<∞.
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To see that the homogeneous space is a Banach space, it suffices to show that it is
complete under the given norm. Let {uk} be a Cauchy sequence in HBθ

p,p(Z). Replacing
uk with uk −

ffl

Z uk dν if needed, we may assume that (uk)Z :=
´

Z uk dν = 0 for each k.
Then by (2.3) we know that {uk} is a Cauchy sequence also in Lp(Z), and hence converges
to some function u ∈ Lp(Z). By passing to a subsequence if necessary, we may also assume
that this convergence also occurs pointwise ν-a.e. in Z. Note that ‖uk‖θ,p = ‖vk‖Lp(Z×Z,ν0)

where ν0 is the weighted measure on Z × Z given by

ν0(A) =

¨

A

1

d(x, y)θp+Q−1
dν × ν(x, y),

and
vk(x, y) = uk(x)− uk(y).

It follows that {vk} is also a Cauchy sequence, and hence converges to some function
v ∈ Lp(Z × Z, ν0). By considering the corresponding subsequence and applying Fubini’s
theorem, we also know that vk converges pointwise ν-a.e. in Z to the function (x, y) 7→
u(x) − u(y). Hence we have the desired conclusion that ‖uk − u‖θ,p → 0 as k → ∞ and
u ∈ HBθ

p,p(Z) as desired. Since 1 < p <∞, it is clear from the reflexivity of Lp(Z ×Z, ν0)

that HBθ
p,p(Z) is also reflexive.

Since the norm on HBθ
2,2(Z) is given via an inner product E2, and as the above argument

tells us that HBθ
2,2(Z) is complete, we conclude that it is a Hilbert space.

We will show below that any doubling, compact metric measure space (Z, d, ν) arises
as boundary Z = ∂Ω, with Ω a space satisfying the structure conditions (H0), (H1), (H2),
and such that ν satisfies the comparison (1.1). Such co-dimension condition arises in the
study of traces of the N1,p and D1,p–classes on Ω to ∂Ω (see for instance [14, 52, 53]), and
is a natural condition that arises from considering Ω to be a uniformization of a hyperbolic
filling of a doubling compact metric measure space as in [14]. Besov spaces on ∂Ω arise as
trace classes of Newton-Sobolev spaces on Ω. The following result is from [52], but in the
setting of Ω such a trace result can also be found in [14].

We equip the Besov space Bθ
p,p(∂Ω) with the norm

‖u‖Bθ
p,p(∂Ω) := ‖u‖Lp(∂Ω) + ‖u‖θ,p.

Theorem 2.4 ([52, Theorem 1.1]). Let Ω be a John domain in X, with Ω compact such
that the restriction of µ to Ω is doubling and supports a p-Poincaré inequality. Suppose in
addition that ∂Ω is equipped with a measure ν that satisfies (1.1). Then there is a bounded

linear trace operator T : N1,p(Ω) → B
1−Θ/p
p,p (∂Ω) and a bounded linear extension operator

E : B
1−Θ/p
p,p (∂Ω) → N1,p(Ω) such that

(i) T ◦ Eu = u for u ∈ B
1−Θ/p
p,p (∂Ω),
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(ii) for each u ∈ N1,p(Ω), for H-a.e. x ∈ ∂Ω we have

lim
r→0+

 

B(x,r)∩Ω
|u− Tu(x)| dµ = 0.

The domains Ω considered in this paper satisfy the hypotheses given in Theorem 2.4.
Note that if Ω is a uniform domain in X and (X, d, µ) is doubling and supports a p-Poincaré
inequality, then the restrictions of µ to Ω and to Ω are doubling and support a p-Poincaré
inequality, see for example [15, Theorem 4.4].

2.5 Cheeger differential structures

We now describe Cheeger (linear) differential structures in doubling metric measure spaces
(X, d, µ); these structures play a key role in the definition of Cheeger p-harmonic functions.

We say that a metric measure space (X, d, µ) supports a Cheeger differential structure if
there is a positive integer N and a collection {Xα}α∈A, with each Xα a measurable subset of
X, such that µ(Xα) > 0 and µ(X \

⋃
αXα) = 0, an inner-product structure 〈·, ·〉x, x ∈ Xα,

on R
n that is µ-measurable, and for each α ∈ A a Lipschitz map ϕα : Xα → R

N satisfying
the following condition for each Lipschitz function f : X → R: for µ-a.e. x ∈ Xα there is a
vector ∇f(x) ∈ R

N such that

ess lim supXα∋y→x
|f(y)− f(x)− 〈∇f(x), ϕα(y)− ϕα(x)〉x|

d(y, x)
= 0.

For doubling spaces we can assume that A is a countable set and that the collection (Xα)α∈A
is pairwise disjoint. For doubling metric measure spaces X supporting a p-Poincaré in-
equality, such a differential structure was constructed by Cheeger in [24]; the structure
constructed there satisfies the additional property that there is a constant C ≥ 1 such
that whenever gf is a minimal p-weak upper gradient of a Lipschitz function f , then
C−1gu(x) ≤ 〈∇f(x),∇f(x)〉x ≤ C gu(x) for µ-a.e. x ∈ X. In this paper we will con-
sider such a differential structure. From the discussion in [24] we know that the notion of
∇f extends from the class of locally Lipschitz functions in X to functions in D1,p(X); see

also the discussion in [34]. We set |∇f(x)| = 〈∇f(x),∇f(x)〉
1/2
x .

We note that there is more than one possible Cheeger differential structure onX, leading
to us considering a wide range of differential operators, one for each such structure. We say
that a function u ∈ D1,p(Ω) is a Cheeger p-harmonic function in Ω if, whenever v ∈ D1,p(Ω)
has compact support in Ω, we have

ˆ

supt(v)
|∇u|p dµ ≤

ˆ

supt(v)
|∇(u+ v)|p dµ.

Equivalently, we have the following corresponding Euler-Lagrange equation:
ˆ

Ω
|∇u(x)|p−2〈∇u(x),∇v(x)〉x dµ(x) = 0.
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For brevity, in our exposition we will suppress the dependence of x on the inner product
structure, and denote

〈∇u(x),∇v(x)〉x = ∇u(x) · ∇v(x)

when this will not lead to confusion. Cheeger p-harmonic functions are quasiminimizers in
the sense of Giaquinta, and hence we can avail ourselves of the properties derived in [48].

2.6 Neumann boundary value problem

In [53] a generalization of the Neumann boundary value problem

∆pu = 0 on Ω,

|∇u|p−2∂ηu = f on ∂Ω

was constructed and analyzed. There it was assumed that the boundary data f is a bounded
measurable function on ∂Ω such that

´

∂Ω f dν = 0. Strictly speaking, the version considered
in [53] is the problem of minimzing the energy operator

N1,p(Ω) ∋ v 7→ If (v) :=

ˆ

Ω
gpv dµ − p

ˆ

∂Ω
vf dν,

with gv the minimal p-weak upper gradient of v and f ∈ L∞(Ω, ν) in addition. However,
the proofs given in [53] are robust and apply also to the Cheeger differential formulation
considered in the current paper, and we will use the results from [53] here, namely the
boundedness property of solutions to the Neumann problem. Existence of solutions was
established in [53], and it was also shown that solutions are bounded. In Appendix 8, we
show that the boundedness of the Neumann data f is not needed in order to obtain existence
and boundedness of solutions. In fact, we have the following result as a consequence of the
discussion in Lemma 8.11 from Section 8 together with the results from [53] (for existence
of the minimizers).

Theorem 2.5. Let Ω satisfy the structural assumptions (H0), (H1), and (H2). Then for
each f ∈ Lp′(∂Ω) with

´

∂Ω f dν = 0 there is a bounded function u ∈ N1,p(Ω) such that
whenever v ∈ N1,p(Ω), we have

ˆ

Ω
|∇u|p dµ − p

ˆ

∂Ω
u f dν ≤

ˆ

Ω
|∇v|p dµ − p

ˆ

∂Ω
v f dν.

Moreover, we can choose u so that
´

Ω u dµ = 0.

2.7 Hyperbolic fillings

In this subsection we give a brief description of the hyperbolic filling of a compact doubling
metric measure space as given in [14]. While this construction differs somewhat from the
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constructions given in earlier literature, in essence the metric portion of the construction is
similar to that of [16, 17, 18, 19].

With (Z, d) a compact metric space equipped with a doubling measure ν, we fix α > 1,
τ > 1, and, for each non-negative integer n we choose a maximal α−n-separated set Sn ⊂ Z.
By scaling the metric if need be, we can always assume that the diameter of Z is smaller than
1; hence S0 contains only one point x0. We can also ensure that Sn ⊂ Sn+1, and consider the
vertex set V =

⋃∞
n=0 Sn×{n}. Two points (x, n) and (y,m) are declared to be neighbors if

either BZ(x, α
−n) intersects BZ(y, α

−m) with |n−m| = 1, or if BZ(x, τα
−n)∩BZ(y, τα

−m)
is non-empty with n = m; here BZ denotes a ball in the metric space Z. This converts V
into a graph X, with each edge assigned a unit length interval. As shown in [14], the graph
X, equipped with the path metric, is a roughly star-like Gromov-hyperbolic space, which,
when uniformized via the metric

dε(v,w) = inf
γ

ˆ

γ
e−εd(γ(t),v0) ds(t), v, w ∈ X,

where v0 = (x0, 0) and the infimum is over all curves in X with end points v,w, turns the
metric graph (X, d) into a uniform domain Xε := (X, dε) when ε = log(α). The metric
graph has a natural measure on it, given by considering the one-dimensional Hausdorff
measure H1 on the edges of the graph. Next, following [14], for each β > 0, one can lift the
measure ν on Z up to a measure µβ in X by setting for each Borel set A ⊂ X,

µβ(A) :=

ˆ

A
e−βd(x,v0)ν(BZ(ζx, α

−nx)) dH1(x),

where (ζx, nx) ∈ V is a nearest vertex to the point x ∈ X. It is shown that with ε = log(α)
and β > 0, the metric measure space (X, dε, µβ) is doubling and supports a 1-Poincaré
inequality; moreover, Z is biLipschitz to the boundary ∂εX of the uniform domain (X, dε),
and in addition, Ω := X equipped with the metric dε and measure µβ satisfies our structural
conditions (H0), (H1), and (H2) with Θ = β/ε. As shown in [14] the trace class of the
Sobolev space N1,p(X, dε, µβ) is the Besov class Bθ

p,p(Z), where θ = 1− β/(εp) = 1−Θ/p.
Thus, with our primary object (Z, d, ν), for each 1 < p < ∞ and 0 < θ < 1, we can

choose β = pε(1− θ) and ε = log(α) in the above construction to obtain a uniform domain
Ω = (X, dε) equipped with the measure µβ that satisfies our structural assumptions and
yields the fractional Laplacian (−∆p)

θ.

3 Equivalent Formulations of the Neumann problem for the
p-Laplacian

In this section we prove Theorem 1.5. Formulation (a), when seen as a problem on the
independent metric measure space Ω corresponds to the inhomogeneous problem −∆pu =
ν with ν a (signed) Radon measure on the space of interest such that ν is in the dual
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of the Sobolev space W 1,p; see for example [46, 54, 55, 60]. The formulation (b) (with
|∇v| and with |∇v| replaced by the minimal p-weak upper gradient gv) was considered
in [53]. Formulation (c) was motivated by the study of nonlocal minimization problems
considered in [20] (Euclidean setting), [33] (Carnot group setting), [8, 23] (manifold setting
with γ = 1/2) and [32] (metric spaces of controlled geometry).

Proof of Theorem 1.5. We first show that (a) is equivalent to (b). To do so, first suppose
that (b) holds for u, and let φ ∈ N1,p(Ω). Then setting for each ε ∈ R,

I(ε) :=

ˆ

Ω
|∇(u+ εφ)|p dµ − p

ˆ

∂Ω
(u+ εφ) f dν,

we know that I(ε) has a minimum at ε = 0. Therefore d
dεI|ε=0 = 0. Note that

d

dε
I(ε) =

p

2

ˆ

Ω
|∇(u+ εφ)|p−2 2∇(u+ εφ) · ∇φdµ − p

ˆ

∂Ω
φ f dν.

Letting ε = 0 gives

d

dε
I(ε)|ε=0 = p

ˆ

Ω
|∇u|p−2∇u · ∇φdµ− p

ˆ

∂Ω
φ f dν.

Setting this equal to zero yields (a).
Next, suppose that (a) holds for u. We will use the following convexity of | · |p for vectors

when p > 1: when ξ, η ∈ R
N , and 〈·, ·〉 is an inner product on R

N , we have

|ξ|p − |η|p ≥ p|η|p−2〈η, ξ − η〉

where | · | is the norm corresponding to this inner product. Therefore when v ∈ N1,p(Ω),
ˆ

Ω
(|∇v|p − |∇u|p) dµ ≥ p

ˆ

Ω
|∇u|p−2∇u · ∇(v − u) dµ.

Applying (a) to the function φ = v − u gives the desired inequality I(u) ≤ I(v).
It now only remains to show that (a)+(b) is equivalent to (c). This is a Morrey-type

argument. For each ε > 0 let ηε be as in the statement of (c). Suppose that u satisfies (a).
Let φ be a Lipschitz function on Ω. Then by (a) we have that

ˆ

∂Ω
φ f dν =

ˆ

Ω
|∇u|p−2∇u · ∇φdµ =

ˆ

Ω
|∇u|p−2∇u · ∇((1− ηε)φ) dµ,

where the latter equality follows from the fact that ηεφ = 0 on ∂Ω and by (a) applied
to ηεφ. Note that the Cheeger differential structure also follows the Leibniz rule (see for
example [24, (4.43)] or [40]), and so ∇(1− ηε)φ = (1− ηε)∇φ−φ∇ηε. Since |∇u| ∈ Lp(Ω),
we have that

lim
ε→0+

ˆ

Ω
(1− ηε) |∇u|

p−2∇u · ∇φdµ = 0.
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It follows that
ˆ

∂Ω
φ f dν = − lim

ε→0+

ˆ

Ω
φ |∇u|p−2∇u · ∇ηε dµ.

As the above holds for all Lipschitz φ on Ω, the claim (c) follows.
Finally, suppose that u satisfies (c). The above argument with φ = ηεφ+(1−ηε)φ gives

that
ˆ

Ω
|∇u|p−2∇u · ∇(ηεφ) dµ = 0

because of the p-harmonicity of u in Ω, and so for Lipschitz φ on Ω,

ˆ

Ω
|∇u|p−2∇u · ∇φdµ = − lim

ε→0+

ˆ

Ω
φ |∇u|p−2∇u · ∇ηε dµ =

ˆ

∂Ω
φ f dν,

that is, (a) holds true for Lipschitz φ. Now, if v ∈ N1,p(Ω), then by the fact that Ω supports
a p-Poincaré inequality, there is a sequence of Lipschitz functions φk on Ω such that φk → v
in N1,p(Ω), see [45, Theorem 8.2.1]. Then as ∇φk → ∇v in Lp(Ω;RN ), we have

lim
k→∞

ˆ

Ω
|∇u|p−2∇u · ∇φk dµ =

ˆ

Ω
|∇u|p−2∇u · ∇v dµ.

Moreover, as φk → v in N1,p(Ω) and trace T : N1.p(Ω) → Bθ
p,p(∂Ω) ⊂ Lp(∂Ω, ν) is a

bounded linear map with f a bounded Borel function on ∂Ω, we obtain also that

lim
k→∞

ˆ

∂Ω
φk f dν =

ˆ

∂Ω
v f dν.

Thus (a) follows for all v ∈ N1,p(Ω).

4 Boundary Regularity for 1 < p ≤ Q

The goal of this section is to prove Theorem 1.6. We will only consider the range 1 < p ≤ Q,
since in the range p > Q we already know that u is 1 − Q/p-Hölder continuous on Ω in
view of the Morrey embedding theorem, see [45, Lemma 9.2.12] for instance.

Let (Ω, d, µ) be a metric measure space satisfying the structural assumptions (H1), (H2)
in the introduction. In the following, for x ∈ Ω and r > 0 the balls in the induced metric
are B(x, r) = {y ∈ Ω | d(y, x) < r}. We recall from Subsection 2.4 that in view of [52,

Theorem 1.3], there exists a bounded linear trace operator T : N1,p(Ω) → B
1−1/p
p,p (∂Ω) ⊂

Lp(∂Ω). For ease of notation, we will denote Tu, which is a function on ∂Ω, also by u. We
recall from the discussion at the end of Subsection 2.3 that because (Ω, d, µ|Ω) supports a
p-Poincaré inequality and µ|Ω is doubling, it follows that the extension of u by Tu to ∂Ω
is in N1,p(Ω), see for example [47] or [45, Theorem 9.2.8].
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Let f : ∂Ω → R be bounded and Borel measurable, with
´

∂Ω f dν = 0 and f ∈ Lp′(∂Ω).
Suppose that u ∈ N1,p(Ω) is p-harmonic with Neumann boundary conditions; that is, for
all φ ∈ N1,p(Ω),

ˆ

Ω
|∇u|p−2∇u · ∇φdµ =

ˆ

∂Ω
φf dν.

Then by [53] or by Theorem 1.5, u is a minimizer of
´

Ω |∇u|p dµ − p
´

∂Ω u f dν. We also
require that

´

Ω u dµ = 0. This is always possible by subtracting a constant from any given
solution. Note that as we deal with a choice of Cheeger differential structure, such a solution
is unique, see [53, Lemma 4.5 and the subsequent comment].

For x ∈ Ω and r > 0 the boundary of B(x, r) relative to the topology induced by the
metric on Ω, is ∂B(x, r) ⊂ {y ∈ Ω |d(x, y) = r}.

We begin by recalling the notion of p-harmonic extension and an immediate application
of some interior Hölder estimates established in [48, Theorem 5.2].

Proposition 4.1. Let u ∈ N1,p(Ω), and x, r as above. There exists a unique function
v ∈ N1,p(Ω) such that v is p-harmonic in B(x, r) and v = u on Ω \B(x, r). Moreover such
v is Hölder continuous in B(x, r/2), and it satisfies the estimate

sup
B(x,r/2)

|v − v(x)| ≤ C‖u‖L∞ rα

for some constants C,α depending only on the structure conditions of Ω.

Remark 4.2. We want to emphasize that the function v is the solution to the Dirichlet
problem on the domain Ω ∩ B(x, r), whose boundary is Ω ∩ ∂B(x, r). In other words, for
all φ ∈ N1,p

0 (Ω ∩B(x, r)) one has

ˆ

Ω∩B(x,r)
|∇v|p−2∇v · ∇φdµ = 0,

whereas for the solution of the Neumann problem u we have instead

ˆ

Ω∩B(x,r)
|∇u|p−2∇u · ∇φdµ =

ˆ

∂Ω∩B(x,r)
φfdν.

Because of this consideration, the interior Hölder estimates in [48] can be applied to v in
the metric space X = Ω and the domain B(x, r) ∩ Ω, thus establishing Hölder continuity
of v in B(x, r) ∩ Ω.

Invoking interior estimates to prove regularity up to the boundary may give pause to
readers familiar with the smooth setting. The issue here is that the Dirichlet problem for
v in B(x, r) ∩ Ω is not the same as a Dirichlet problem in B(x, r) ∩ Ω. The test functions
used in the former are in N1,p

0 (B(x, r) ∩ Ω) and thus do not need to have zero trace on
∂Ω ∩B(x, r). In fact the function v does not satisfy the Dirichlet problem (with boundary
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data u) in Ω ∩B(x, r), since there is an extra part of the boundary, namely, B(x, r) ∩ ∂Ω.
On this extra part of the boundary, the interested reader should note that, in the smooth
Riemannian setting, v satisfies zero Neumann boundary condition. A similar perspective
can be found in the discussion on orbifolds [11].

The following proposition gives Morrey type bounds on the growth of the averages of
|∇u|p on balls near points on the boundary ∂Ω. This bound will be used in Theorem 1.6 to
show Hölder continuity of u near these points. Recall that the measure ν is Θ-codimensional
with respect to µ for some 0 < Θ ≤ 1, see (1.1) above.

Proposition 4.3. Suppose that f ∈ Lq(∂Ω) ∩ Lp′(∂Ω) for some q > 1. There exists a
constant M, depending only on q and the structure conditions (H1), (H2), such that when u
is a solution to the Neumann boundary value problem with boundary data f , then for every
x0 ∈ ∂Ω, and every x ∈ Ω and r > 0 such that B(x, 2r) ⊂ B(x0, R) with R < diam(Ω)/2,
we have

ˆ

B(x,r/4)∩Ω
|∇u|p dµ ≤ M


Mp µ(B(x, r))

r(1−α)p
+M

(
ˆ

B(x0,R)∩∂Ω
|f |q dν

)1/q
µ(B(x, r))1/q

′

rΘ/q′


 .

Here, q′ = q/(q − 1), α is as in Proposition 4.1, and M = supΩ |u|.

For ease, we adopt the following convention in the proof: when notating the integral over
a ball B with respect to µ and ν, we mean integration over B ∩Ω and B ∩ ∂Ω respectively.

Proof. Consider a p-harmonic extension v of u from Ω \ B(x, r) to B(x, r) ∩ Ω, as in
Proposition 4.1. Then v ∈ N1,p(Ω) with u− v ∈ N1,p

0 (B(x, r)).
First, from the convexity of the function t 7→ tp for p > 1,

ˆ

B(x,r/4)
|∇u|p dµ ≤ 2p−1

(
ˆ

B(x,r/4)
|∇(u− v)|p dµ+

ˆ

B(x,r/4)
|∇v|p dµ

)
. (4.4)

Let us first estimate the first integral on the right hand side. The p-Laplace operator
satisfies the following structural conditions:

(|z|p−2z − |w|p−2w) · (z − w) ≥

{
C ′|z − w|p, p ≥ 2

C ′′(|z|+ |w|)p−2|z − w|2, p ≤ 2.
(4.5)

Here the constants C ′ and C ′′ only depend on p.
When p ≥ 2, the use of (4.5) gives us

ˆ

B(x,r/4)
|∇(u− v)|p dµ ≤ C

ˆ

B(x,r/4)
(|∇u|p−2∇u− |∇v|p−2∇(v)) · (∇u−∇v) dµ.
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Combining this with (4.4) gives

ˆ

B(x,r/4)
|∇u|p dµ ≤ C

ˆ

B(x,r/4)
(|∇u|p−2∇u− |∇v|p−2∇(v)) · (∇u−∇v) dµ

+ C

ˆ

B(x,r/4)
|∇v|p dµ. (4.6)

For p < 2, we first use Young’s inequality with exponents 2/p and 2/(2 − p) and then
(4.5) to obtain

ˆ

B(x,r/4)
|∇(u− v)|p dµ

=

ˆ

B(x,r/4)
τ (p−2)/2|∇(u− v)|p(|∇u|+ |∇v|)p(p−2)/2 · τ (2−p)/2(|∇u|+ |∇v|)p(2−p)/2 dµ

≤

ˆ

B(x,r/4)

p τ (p−2)/p

2
|∇(u− v)|2(|∇u|+ |∇v|)p−2 +

τ(2− p)

p
(|∇u|+ |∇v|)p dµ

≤Cτ (p−2)/p

ˆ

B(x,r/4)

(
|∇u|p−2∇u− |∇v|p−2∇v

)
· (∇u−∇v) dµ

+ Cτ

ˆ

B(x,r/4)
(|∇u|p + |∇v|p) dµ.

(4.7)

By choosing τ small enough so that Cτ ≤ 1/2 we can absorb the integral of |∇u|p to
the left hand side of (4.4) to obtain (4.6) even for the case 1 < p < 2, that is,

ˆ

B(x,r/4)
|∇u|p dµ ≤ C

ˆ

B(x,r)
(|∇u|p−2∇u− |∇v|p−2∇v) · (∇u−∇v) dµ

+ C

ˆ

B(x,r/4)
|∇v|p dµ. (4.8)

Notice that all the integrands are nonnegative and thus integrating over B(x, r) instead of
B(x, r/4) can only increase the integrals.

Let us first consider the first term on the right hand side. Using u−v as a test function,
we have from the weak formulation of the p-Laplacian equation 1.5(a) (with Ω replaced by
B(x, r) and f replaced by the constant function 0 on B(x, r); recall that v is a solution to
the Dirichlet problem on B(x, r) ∩ Ω with boundary data u on Ω ∩ ∂B(x, r)) that

ˆ

B(x,r)
|∇v|p−2∇v · ∇(u− v) dµ = 0.
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Hence, integrating over the ball B(x, r) we get
ˆ

B(x,r)
(|∇u|p−2∇u− |∇v|p−2∇v) · (∇u−∇v) dµ

=

ˆ

B(x,r)
|∇u|p−2∇u · (∇u−∇v)− |∇v|p−2∇v · (∇u−∇v) dµ

=

ˆ

B(x,r)
|∇u|p−2∇u · (∇u−∇v) dµ.

Now, since u is a solution to the Neumann problem with boundary data f , we obtain
ˆ

B(x,r)
|∇u|p−2∇u · ∇(u− v) dµ =

ˆ

B(x,r)
(u− v)f dν.

Hence, invoking the L∞ bounds on solutions, and the regularity assumption (H2) of the
measure ν, one has

ˆ

B(x,r)
(u− v)f dν ≤

ˆ

B(x,r)
(|u|+ |v|)|f | dν

≤ 2CM

ˆ

B(x,r)
|f | dν

≤ 2CMν(B(x, r))1/q
′

(
ˆ

B(x,r)∩∂Ω
|f |q dν

)1/q

≤ 2CM

(
ˆ

B(x0,R)
|f |q dν

)1/q
µ(B(x, r))1/q

′

rΘ/q′
. (4.9)

Note that the constant C above changes from line to line, but only depends on p and the
regularity constant of the measure ν. Here we have used the fact that u, and hence by
maximum principle, v are bounded in B(x0, R), see [53]. An upper bound for |u| + |v| in
B(x0, R) is denoted by M .

We now consider the second term of the sum on the right hand side of equation (4.8).
Since v is p-harmonic in B(x, r), then it is in the De Giorgi class DGp(B(x, r)), see [48,

Proposition 3.3]. Hence for all k ∈ R,
ˆ

B(x,r/4)
|∇(v − k)±|

p dµ ≤
C

(r/2− r/4)p

ˆ

B(x,r/2)
(v − k)p± dµ.

Here, for a function h, the function h+ = max{h, 0} is the positive part of h and h− =
max{−h, 0} is the negative part of h. Hence, choosing k = v(x), we have

ˆ

B(x,r/4)
|∇(v − v(x))+|

p dµ ≤
C

rp

ˆ

B(x,r/2)
(v − v(x))p+ dµ
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and
ˆ

B(x,r/4)
|∇(v − v(x))−|

p dµ ≤
C

rp

ˆ

B(x,r/2)
(v − v(x))p− dµ.

Summing these two inequalities, and recalling that B(x, r/2) ⊂ B(x, 32r) ⊂ Ω, we can then
invoke the scale invariant local α-Hölder continuity estimates for p-harmonic functions from
Proposition 4.1 (originally in [48, Theorem 5.2]), obtaining

ˆ

B(x,r/4)
|∇v|p dµ ≤

C

rp

ˆ

B(x,r/2)
|v − v(x)|p dµ ≤

CMp

rp

ˆ

B(x,r/2)
rαp dµ

≤ CMp µ(B(x, r))

r(1−α)p
. (4.10)

Combining inequalities (4.4), (4.9), and (4.10), we finally conclude

ˆ

B(x,r/4)
|∇u|p dµ ≤ CMpµ(B(x, r))

r(1−α)p
+ 2CM

(
ˆ

B(x0,R)∩∂Ω
|f |q dν

)1/q
µ(B(x, r))1/q

′

rΘ/q′
.

Next, we establish the global Hölder continuity of u in Ω. The argument is along the
lines of the standard proof of Morrey embedding theorem found in [42], and is a streamlined
version of the classical regularity proof found in PDE texts such as [37, 38]. This classical
proof is in two parts: the first part is to show that functions whose gradient exhibit a decay
property in the spirit of Proposition 4.3 belong to a Campanato space (see [38, page 43]) by
using Poincaré inequalities, and the second part is to show that functions in the Campanato
space are locally Hölder continuous (see [38, page 41]) by using a telescoping sequence of
balls and a Lebesgue point argument. Both parts are combined into one seamless argument
in the proof given below for the convenience of the reader.

Now we are ready to prove Theorem 1.6.

Proof of Theorem 1.6. Choose R0 with 0 < R0 < diam(Ω)/2. For x0 ∈ ∂Ω, let x, y ∈
B(x0, R0/64) ∩ Ω be µ-Lebesgue points of u. Then d(x, y) < R0/32, B(x,R0/16) ⊂
B(x0, R0), and B(y,R0/16) ⊂ B(x0, R0).

Define a sequence of balls indexed by Z centered at x and y as follows: For i ≥ 0, set
Bi = B(x, 21−id(x, y)), and for i < 0, set Bi = B(y, 21+id(x, y)). We denote the radius of
the ball Bi by ρi; note that ρi = 21−|i|d(x, y). For each ball in the sequence, we can apply
Proposition 4.3 with r = 4ρi.

By an application of the Poincaré inequality, the doubling condition and the Lebesgue
point property of x, y for u with respect to the measure µ, we then estimate

|u(x)− u(y)| ≤
∑

i∈Z

|uBi
− uBi+1 | ≤ C

∑

i∈Z

 

Bi

|u− uBi
| dµ

≤ C
∑

i∈Z

ρi

(
µ(Bi)

−1

ˆ

Bi

|∇u|p dµ

)1/p

.
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Therefore, invoking Proposition 4.3, applied to 4Bi for each i, one obtains

|u(x) − u(y)| ≤ C
∑

i∈Z

ρi
µ(Bi)1/p

[
µ(Bi)

1/p

ρ1−α
i

+
µ(Bi)

1/(q′p)

ρ
Θ/(q′p)
i

]

= C
∑

i∈Z

[
ραi +

ρ
1−Θ/(q′p)
i

µ(Bi)(1−1/q′)/p

]
(4.11)

≤ C
∑

i∈Z

[
ραi +

(
R0

µ(B(x0, R0))

)1/(pq)

ρ
1−Θ/(q′p)−Q/(qp)
i

]
(4.12)

≤ C
∑

i∈Z

ρ1−ε
i = Cd(x, y)1−ε

∑

i∈Z

2−|i|(1−ε) ≤ Cd(x, y)1−ε.

Here inequality (4.12) follows from the lower mass bound property of µ, see (2.1). The
constant C depends only on the structural constants as well as on µ(B(x0, R0)), R0 and
´

B(x0,R0)
|f |q dν. This completes the proof of Hölder’s inequality.

Finally, to prove the Harnack inequality, we assume that u ≥ 0 on Ω and that f = 0 on
the relatively open set W ⊂ ∂Ω. By Theorem 1.5(a) we have that whenever ϕ ∈ N1,p(Ω) =
N1,p(Ω) with support contained in Ω ∪ W , we have

´

Ω∪W |∇u|p−2∇u · ∇ϕdµ = 0, and
hence it follows that u is Cheeger p-harmonic in the domain Ω∪W , seen as a domain in the
metric space Ω. By the strong maximum principle as in [48, Corollary 6.4], we then have
that either u is identically zero in Ω (and hence satisfies the Harnack inequality trivially),
or else, u > 0 in Ω. In this latter case, invoking [48, Corollary 7.3], the desired Harnack
inequality follows.

Remark 4.13. Although we were able to prove L∞ bounds for u from the hypothesis
f ∈ Lp′(∂Ω, ν) (see the appendix), in the argument above we need the stronger integrability
condition f ∈ Lq(∂Ω, ν) with Q−Θ < (p−Θ)q. If we only have that f ∈ Lp′(∂Ω) then the
proof can be modified, so that one obtains a weaker regularity condition. Indeed, in this
case, if x, y ∈ ∂Ω such that the maximal function M(fp

′

) is finite at those points, then

|u(x)− u(y)| ≤ Cd(x, y)1−β
[
1 +M(fp

′

)(x)1/p
′

+M(fp
′

)(y)1/p
′

]
,

where β = max{1− α,Θ/p}, which is automatically smaller than 1 as p > Θ.

5 Stability of solutions under perturbation of the Neumann
data

In this section we prove two different stability results for p−Laplacian Neumann problems
in the metric measure space setting, under Lp′ perturbations of the boundary data, with
p > 1 and p′ the Hölder conjugate of p. The first is Theorem 1.7. The second stability
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result corresponds to the formulation of the Neumann problem using only minimal upper
gradients, as in [53] (i.e., the variational formulation in Theorem 1.5 part (b), with |∇u|
substituted by the minimal upper gradient,) and it is stated in Theorem 5.4.

We first begin by proving Theorem 1.7.

Proof of Theorem 1.7. Let f, g, u, v be as in the statement of the theorem. Since u and v
are solutions of the Neumann problems with boundary data f and g, we have that for all
φ ∈ N1,p(Ω̄),

ˆ

Ω
|∇u|p−2∇u · ∇φdµ =

ˆ

∂Ω
φfdν and

ˆ

Ω
|∇v|p−2∇v · ∇φdµ =

ˆ

∂Ω
φgdν.

Subtracting the second identity from the first and substituting φ = u− v, yields

ˆ

Ω
(|∇u|p−2∇u−|∇v|p−2∇v)·(∇u−∇v)dµ =

ˆ

∂Ω
(f−g)(u−v)dν ≤ ‖u−v‖Lp(∂Ω)‖f−g‖Lp′ (∂Ω).

We first consider the case p ≥ 2. In this case, we invoke the monotonicity (4.5) to obtain

‖∇u−∇v‖pLp(Ω) ≤ C ‖u− v‖Lp(∂Ω)‖f − g‖Lp′ (∂Ω). (5.1)

Now by using the boundedness of the trace operator in Theorem 2.4 and employing Lemma 8.1,
we obtain

‖u− v‖Lp(∂Ω) ≤ ‖u‖Lp(∂Ω) + ‖v‖Lp(∂Ω) ≤ C
[
‖u‖N1,p(Ω) + ‖v‖N1,p(Ω)

]

≤ C
[
‖∇u‖Lp(Ω) + ‖∇v‖Lp(Ω)

]

≤ C
[
‖f‖

p′/p

Lp′ (∂Ω)
+ ‖g‖

p′/p

Lp′ (∂Ω)

]
.

Therefore

‖∇u−∇v‖Lp(Ω) ≤ C
(
‖f‖

p′/p

Lp′ (∂Ω)
+ ‖g‖

p′/p

Lp′ (∂Ω)

)1/p
‖f − g‖

1/p

Lp′ (∂Ω)
,

which yields the desired inequality for the case p ≥ 2.
On the other hand, if 1 < p < 2, then we can proceed as in (4.7) and invoke Hölder’s

inequality and (4.5) to obtain

‖∇u−∇v‖pLp(Ω) ≤

(
ˆ

Ω
(|∇u|+ |∇v|)p dµ

)(2−p)/2 (ˆ

Ω
|∇(u− v)|2(|∇u|+ |∇v|)p−2 dµ

)p/2

≤ C
(
‖∇u‖pLp(Ω) + ‖∇v‖pLp(Ω)

)(2−p)/2
(
ˆ

Ω
(|∇u|p−2∇u− |∇v|p−2∇v) · (∇u−∇v)dµ

)p/2

≤ C
(
‖∇u‖pLp(Ω) + ‖∇v‖pLp(Ω)

)(2−p)/2 (
‖u− v‖Lp(∂Ω)‖f − g‖Lp′ (∂Ω)

)p/2
. (5.2)
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Now, as in the case of p ≥ 2, we use Theorem 2.4 together with Lemma 8.1, but this time
also to bound ‖∇u‖Lp(Ω) and ‖∇v‖Lp(Ω), to obtain

‖∇u−∇v‖pLp(Ω) ≤ C
(
‖f‖Lp′ (∂Ω) + ‖g‖Lp′ (∂Ω)

) 2−p
2 p′+

p′

2
‖f − g‖

p/2

Lp′ (∂Ω)
.

Remark 5.3. Theorem 1.7, in combination with the Poincaré inequality (8.2), yields that
if (fk)k is a sequence of functions in Lp′(∂Ω) with the condition that

´

∂Ω fk dν = 0 for

each k, and a function f ∈ Lp′(∂Ω) such that fk → f in Lp′(∂Ω), and if uk is the solution
to the Neumann boundary value problem with boundary data fk and with

´

Ω uk dµ = 0,
then uk → u in N1,p(Ω) with u the solution to the Neumann boundary value problem with
boundary data f and with

´

Ω u dµ = 0.

Next, we turn to the version of the Neumann problem interpreted as a variational prob-
lem involving upper gradients. In this setting there is no Euler-Lagrange equation available
and so the above argument would not work. Correspondingly, in this more general setting
we obtain a weaker result, in the sense that we only can prove that convex combination
of the solutions for data fk converge to a solution for the limit data fk → f . We include
this result here to illustrate some of the control we give up by not having access to the
Euler-Lagrange equation provided by differential structure ∇u.

Given u ∈ N1,p(Ω), and a ν-measurable function f : ∂Ω → R such that
´

∂Ω f dν = 0,
consider the energy functional

If (u) :=

ˆ

Ω
gpu dµ− p

ˆ

∂Ω
uf dν.

Here gu is the minimal p-weak upper gradient of u. Let

N1,p
∗ (Ω) =

{
u ∈ N1,p(Ω) :

ˆ

Ω
u dµ = 0

}
,

and define
Imin(f) = inf

v∈N1,p
∗ (Ω)

If (v).

Theorem 5.4. For each k ∈ N, let fk ∈ Lp′(∂Ω) be such that
´

∂Ω fk dν = 0, where p′ is
the Hölder dual p/(p − 1) of p. Let uk ∈ N1,p

∗ (Ω) be such that Ifk(uk) = Imin(fk). Suppose
that fk → f in Lp′(∂Ω). Then

´

∂Ω f dν = 0, and there is a convex combination sequence

vk =
∑N(k)

j=k λj,kuj that converges in N1,p(Ω) to a function u ∈ N1,p
∗ (Ω) and we have that

If (u) = Imin(f).

In the above, note that for each k, j we have 0 ≤ λj,k ≤ 1 with
∑N(k)

j=k λj,k = 1.
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Proof. Since
´

∂Ω fk dν = 0 for all k ∈ N and fk → f in Lp′(∂Ω), it is clear that
´

∂Ω f dν = 0.
For each k, we have that

Ifk(uk) = Imin(fk) ≤ 0,

since the zero function belongs to N1,p
∗ (Ω). Thus by [53, Proposition 4.1], there exists C > 0

such that for all k ∈ N,

0 ≥ Ifk(uk) ≥

ˆ

Ω
gpuk

dµ − C

(
ˆ

Ω
gpuk

dµ

)1/p (ˆ

∂Ω
|fk|

p′ dν

)1/p′

.

We then have that
ˆ

Ω
gpuk

dµ ≤ C

ˆ

∂Ω
|fk|

p′ dν ≤ C0,

for some 0 < C0 <∞, since fk → f in Lp′(∂Ω). Furthermore, since uk ∈ N1,p
∗ (Ω), it follows

from the Sobolev-type inequality [53, (3.6)] that there exists some C > 0 such that for all
k ∈ N,

‖uk‖Lp(Ω) ≤ C‖guk
‖Lp(Ω).

Thus, (uk)k∈N is a bounded sequence in N1,p(Ω), and so for each k ∈ N, there is a convex
combination

vk :=

N(k)∑

j=k

λj,kuj , gk :=

N(k)∑

j=k

λj,kguj

with 0 ≤ λj,k ≤ 1 and
∑N(k)

j=k λj,k = 1, such that vk → u in Lp(Ω) and gk → g to
Lp(Ω) where g is some p-weak upper gradient of u, see for instance [56, Lemma 3.6] or [45,
Proposition 7.3.7]. From the boundedness of the trace T : N1,p(Ω) → Lp(∂Ω),

∣∣∣∣
ˆ

Ω
vkf dν −

ˆ

∂Ω
uf dν

∣∣∣∣ ≤
ˆ

Ω
|(vk − u)f |dν

≤ ‖vk − u‖Lp(∂Ω)‖f‖Lp′ (∂Ω)

≤ C‖vk − u‖N1,p(Ω)‖f‖Lp′(∂Ω)

≤ C
(
‖vk − u‖Lp(Ω) + ‖gk − g‖Lp(Ω)

)
‖f‖Lp′(∂Ω) → 0

as k → ∞. Thus we have that

If (u) =

ˆ

Ω
gpu dµ− p

ˆ

∂Ω
uf dν ≤

ˆ

Ω
gp dµ− p

ˆ

∂Ω
uf dν

= lim
k→∞

(
ˆ

Ω
gpk dµ − p

ˆ

∂Ω
vkf dν

)
. (5.5)

Let ε > 0. Then, there exists v0 ∈ N1,p
∗ (Ω) such that

If (v0) < Imin(f) + ε.
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We note that for any v ∈ N1,p
∗ (Ω),

|Ifk(v) − If (v)| ≤ p

ˆ

∂Ω
|v(fk − f)| dν ≤ p‖v‖Lp(∂Ω)‖fk − f‖Lp′(∂Ω) → 0

as k → ∞, since fk → f in Lq(∂Ω) and v ∈ Lp(∂Ω) by the boundedness of the trace
operator. Since Ifk(uk) = Imin(fk) for each k, we then have that

lim sup
k→∞

Ifk(uk) ≤ lim sup
k→∞

Ifk(v0) = If (v0) < Imin(f) + ε. (5.6)

This also shows that limk→∞ Imin(fk) = Imin(f).
By the triangle inequality, we have that

(
ˆ

Ω
gpk dµ

)1/p

≤

N(k)∑

j=k

λj,k

(
ˆ

Ω
gpuj

dµ

)1/p

=

N(k)∑

j=k

λj,k

(
Ifj(uj) + p

ˆ

∂Ω
ujfj dν

)1/p

.

By (5.6), it follows that for sufficiently large k ∈ N,

(
ˆ

Ω
gpk dµ

)1/p

≤

N(k)∑

j=k

λj,k

(
Imin(f) + ε+ p

ˆ

∂Ω
ujfj dν

)1/p

.

By Hölder’s Inequality, we have that

(
ˆ

Ω
gpk dµ

)1/p

≤




N(k)∑

j=k

λj,k

(
Imin(f) + ε+ p

ˆ

∂Ω
ujfj dν

)


1/p


N(k)∑

j=k

λj,k




1/p′

=




N(k)∑

j=k

λj,k

(
Imin(f) + ε+ p

ˆ

∂Ω
ujfj dν

)


1/p

.

Therefore it follows that

ˆ

Ω
gpk dµ ≤ Imin(f) + ε+ p

N(k)∑

j=k

λj,k

ˆ

∂Ω
ujfj dν.
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Hence,

ˆ

Ω
gpk dµ− p

ˆ

∂Ω
vkf dν ≤ Imin(f) + ε+

N(k)∑

j=k

λj,kp

ˆ

∂Ω
ujfj dν − p

ˆ

∂Ω
vkf dν

= Imin(f) + ε+ p

N(k)∑

j=k

λj,k

ˆ

∂Ω
uj(fj − f) dν

≤ Imin(f) + ε+ p

N(k)∑

j=k

λj,k‖uj‖Lp(∂Ω)‖fj − f‖Lp′(∂Ω)

≤ Imin(f) + ε+ C p

N(k)∑

j=k

λj,k‖uj‖N1,p(Ω)‖fj − f‖Lp′(∂Ω).

Here we again used the boundedness of the trace operator. Since the functions uk are
bounded in N1,p(Ω) and fk → f in Lp′(∂Ω), it follows that for sufficiently large k,

ˆ

Ω
gpk dµ− p

ˆ

∂Ω
vkf dν < Imin(f) + 2ε.

Therefore by (5.5), we have that If (u) ≤ Imin(f) + 2ε. By definition, Imin(f) ≤ If (u).
It follows that Imin(f) = If (u); that is, u is a solution to the Neumann boundary value
problem with boundary data f .

6 Constructing an induced non-local fractional Laplacian for
compact doubling metric measure spaces

6.1 The general case 1 < p < ∞

In this section we provide a method to reproduce the strategy in [20] and define an analog of
fractional p-Laplacian operators (−∆p)

θ on doubling metric measure spaces for 1 < p <∞
and 0 < θ < 1. We recall that in [32] a fractional Laplacian (−∆2)

θ corresponding to a
Cheeger differential structure on a complete doubling metric measure space supporting a
2-Poincaré inequality was constructed using a method different from the one employed in
this paper. In Section 7 below we will show that the definition in [32], gives rise to the
same operator we construct in this section.

While in the Euclidean case [20], the (−∆2)
θ operator in R

n arises as the Dirichlet-
to-Neumann map in the upper half-space R

n+1
+ , in our more general setting the operators

(−∆p)
θ are defined in terms of the Dirichlet-to-Neumann map in a hyperbolic filling of

(Z, d, ν), which satisfies the hypotheses (H0), (H1), and (H2).
As outlined in Section 2.7, the hyperbolic filling construction in [14], shows that any

compact doubling metric measure space (Z, d, ν), for any fixed and 1 < p < ∞ with
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0 < θ < 1, arises as the boundary of a uniform domain Ω, equipped with a measure µ, such
that (Ω, d, µ) is doubling and supports a 1-Poincaré inequality (and hence, a p-Poincaré
inequality for each 1 < p < ∞). The original space Z is biLipschitz equivalent to ∂Ω, and
the Besov space Bθ

p,p(Z) is the trace space of of the Sobolev class N1,p(Ω). Indeed, it is
shown there that with the same domain Ω, for each choice of 1 < p < ∞ and 0 < θ < 1,
there is a choice of measure µ on Ω satisfying the above properties. Moreover, for that
choice of measure µ we also have from [14, Theorem 10.3, Theorem 11.3, Theorem 12.1]
that when x ∈ Z = ∂Ω and 0 < r < 2 diam(Z).

ν(B(x, r)) ≈
µ(B(x, r))

rΘ
with θ =

p−Θ

p
,

Hence, every compact doubling metric measure space (Z, d, ν) arises as the boundary of
a metric measure space (Ω, d, µ) with Ω a uniform domain and (Ω, d, µ) doubling metric
measure space supporting a p-Poincaré inequality, with the link between the measure µ on
Ω and the doubling measure ν on Z given in terms of the codimensionality condition (1.1).
Since (Ω, d, µ) satisfies properties (H0), (H1), and (H2), we can then fix a Cheeger differ-
ential structure on Ω as described in Section 2, and apply all the results in the previous
sections. We will use this notation for the rest of the section.

One natural norm on the Besov class Bθ
p,p(Z) corresponds to a form Ep given by

Ep(u, v) =

ˆ

Z

ˆ

Z

|u(y)− u(x)|p−2(u(y)− u(x))(v(y) − v(x))

d(x, y)pθν(B(y, d(x, y)))
dν(x) dν(y).

Note that when u, v ∈ Bθ
p,p(∂Ω), we have that Ep(u, v) ∈ R and that Ep(u, u) = ‖u‖pθ,p.

Moreover, Ep(u, u) = 0 if and only if u is constant ν-a.e. in ∂Ω. While Ep is not a bilinear
form nor is symmetric in general, it is both bilinear and symmetric when p = 2. However,
there are other comparable forms in the Besov class, see for example [43, 49]. Given the
preceding results of this paper, we have another equivalent form on Bθ

p,p(Z) that is more

adapted to seeing this Besov space as a trace space. For u, v ∈ Bθ
p,p(Z), we set

ET (u, v) :=

ˆ

Ω
|∇û|p−2∇û · ∇v̂ dµ,

where û ∈ N1,p(Ω) is such that the trace T û = u and û is Cheeger p-harmonic in Ω (that
is, û solves the Dirichlet problem for the Cheeger p-Laplacian on Ω with boundary data u).
Note that ET is bilinear if and only if p = 2; otherwise, it is only linear in the second entry.

Lemma 6.1. There exists C ≥ 1, depending only on the structure constants, such that for
each u ∈ Bθ

p,p(∂Ω), we have

1

C
ET (u, u) ≤ Ep(u, u) ≤ C ET (u, u).
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Proof. From [52, Theorem 1.1], with T : N1,p(Ω) → Bθ
p,p(∂Ω) the trace operator and

E : Bθ
p,p(∂Ω) → N1,p(Ω) the extension operator, we have by the p-harmonicity property of

û and by the fact that T û = TEu,

ET (u, u) ≤

ˆ

Ω
|∇Eu|p dµ ≤ C ‖u‖pθ,p = C Ep(u, u)

and

Ep(u, u) = ‖T û‖pθ,p ≤ C

ˆ

Ω
|∇û|p dµ = C ET (u, u).

We are now ready to construct a Cheeger fractional p-Laplacian on Z induced by the
Cheeger p-Laplacian on Ω; recall that Z is seen as the boundary of Ω. This construction is
given via the following theorem, and is analogous to the notion of weak Laplacian ∆.

Proposition 6.2. For each f ∈ Lp′(Z) with
´

Z f dν = 0 there is a function uf ∈ Bθ
p,p(Z)

such that for each ϕ ∈ Bθ
p,p(Z),

ET (uf , ϕ) =

ˆ

Z
ϕf dν.

Moreover, there is a constant C > 0, which depends solely on the structural constants of Ω
(or Z), such that for each f ∈ Lp′(Z),

Ep(uf , uf ) ≤ C

ˆ

Z
|f |p

′

dν.

If f ∈ Lq(Z) for sufficiently large q, then uf is Hölder continuous on Z.

Proof. Given a function f as in the hypothesis of the theorem, let uf ∈ N1,p(Ω) be the
solution to the Neumann boundary value problem for the Cheeger p-Laplacian on Ω, with
Neumann boundary data f . We will denote the trace of uf to the boundary Z also by uf .

Note that uf is Cheeger p-harmonic on Ω; hence in the construction of ET , we have that
ûf = uf , and so for ϕ ∈ Bθ

p,p(Z) we have from Theorem 1.5 that

ET (uf , ϕ) =

ˆ

Ω
|∇uf |

p−2∇uf · ∇ϕ̂ dµ =

ˆ

Z
ϕf dν.

Moreover, by Lemma 6.1,

Ep(uf , uf ) ≤ C ET (uf , uf ) = C

ˆ

Ω
|∇uf |

p dµ.

Combining the above with Lemma 8.1 yields the desired inequality Ep(uf , uf ) ≤ C
´

Z |f |p
′

dν.
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Remark 6.3. From Theorem 1.5(c), we also know that

|∇u|p−2∇u · ∇ηǫ dµ ⇀ −f dν.

This behavior corresponds to the behavior of functions uf as identified in [20, page 1247] for
p = 2 and a = 0 (corresponding to (−∆)1/2), see also [33, page 454] for the Carnot groups
setting and [32] for the setting of metric measure spaces with a doubling measure supporting
a 2-Poincaré inequality. From Theorem 1.5(c), with the codimensionality between µ and
ν given by the exponent Θ, we have a = Θ − 1 in [20]. This justifies our definition of
fractional p-Laplacian in Definition 1.8.

Proof of Theorem 1.10. We fix p, θ as in the statement of the theorem. Then, from the
results of [14], we know that there is a uniform domain Ω, equipped with a doubling
measure µ and supporting a 1-Poincaré inequality, such that Z is biLipschitz equivalent
to ∂Ω and with ν, µ linked via the co-dimensionality condition (1.1) for Θ = p(1 − θ),
as in the discussion in Subsection 2.7. With this choice of Ω we have the construction of
ET as described at the beginning of this section, and the existence of uf now follows from
Proposition 6.2.

The Hölder regularity of uf follows from Theorem 1.6 upon noting that in gaining Hölder
estimates for points x, y ∈ Z, we consider only the balls Bi centered at points in Z, and for
such balls we have that µ(B) ≈ (rad(B))(1−θ)p ν(B), and so the relevant lower mass bound
exponent for µ here is QZ + (1 − θ)p. Thus, if q > max{1, QZ/θ}, then the hypotheses of
Theorem 1.6 is satisfied, and the Hölder regularity of uf follows.

The Lp′ stability with respect to the boundary data f follows from Theorem 1.7.
In order to prove the Harnack inequality, let û be the solution of the Dirichlet problem

for the p-Laplacian in Ω, with boundary data u in Z. We first observe that as u ≥ 0 on
Z = ∂Ω, by the strong maximum principle we have that either û > 0 in Ω or else û is
identically zero in Ω (and hence in Z), see [48, Corollary 6.4]. As the zero function trivially
satisfies any Harnack inequality, we only focus on the case that u is not constant in Ω.
Next, we note that û is actually p-harmonic in the open set Ω ∪W ⊂ Ω. In fact, since
(−∆p)

θu = f = 0 in W , then for every function ϕ ∈ N1,p(Ω) = N1,p(Ω) with support
contained in Ω ∪ W , we have from Theorem 1.5(a) that

´

Ω∪W |∇û|p−2∇û · ∇ϕdµ = 0,
which tells us that û is p-harmonic in the domain Ω ∪W (seen as a domain in the metric
space Ω). The normal derivative of û vanishes identically in W , and this allows us to use
the results in [48]. Invoking [48, Corollary 7.3], one has that û satisfies a Harnack inequality
on all balls B such that 4B ⊂ Ω ∪W . In particular, for each such ball one has

sup
B∩W

u ≤ sup
B
û ≤ C inf

B
û ≤ C inf

B∩W
u,

concluding the proof.

Remark 6.4. Bilinear forms such as ET and Ep, for p = 2, correspond to a Hunt process
or a jump process, see for example [9, 28, 35].
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6.2 The case p = 2

Much of the extant literature on fractional operators deal with the linear case p = 2, as in [6,
7, 8, 20, 21, 22, 23, 26, 27, 28, 32, 40]. The fractional Laplacian, (∆)θ on Z, as considered
there was studied using spectral theory, and, in the case of [6, 7, 8, 20, 21, 22, 23, 32], was
related to the behavior of the harmonic extension of the solution to a higher-dimensional
domain X with the aid of the 2-Poincaré inequality on the lower-dimensional space Z. It
was also shown there that the spectral construction of the fractional Laplacian operators
agree with the infinitesimal generator (see for example [35]) of the non-local bilinear form
E2. In the current paper we give an intrinsic construction of a fractional Laplacian on Z
by realizing it as the boundary of a John domain, and so in the case p = 2 we have two
approaches to constructing the fractional Laplacian operators. In the case that Z itself does
not support a 2-Poincaré inequality, the spectral construction as described in [20, 32] is not
possible; however, the infinitesimal generator A of E2 and the operator AT constructed in
the current paper both exist. For completeness of discussion, we now consider the case
p = 2 and discuss the construction of the infinitesimal generator A associated with the
bilinear form E2, as considered in the above-mentioned literature. To do so, we need to
consider E2 as a norm; however, it is not a norm on Bθ

2,2, and hence we need to extend the
bilinear form to the homogeneous Besov classes; see Subsection 2.4 for the relevant notions.

In the proposition below, we fix p = 2, and note by A the infinitesimal generator
associated with the symmetric bilinear form E2 on HBθ

2,2(∂Ω). For functions u ∈ Bθ
2,2(∂Ω),

we say that u is in the domain of A if there is a function f ∈ L2(∂Ω) such that for each
v ∈ Bθ

2,2(∂Ω) we have E2(u, v) = −
´

∂Ω v f dν. In this case we denote Au = f .
Since ∂Ω is a bounded set and hence ν(∂Ω) is finite, it follows that constant functions

are in Bθ
2,2(∂Ω). Hence, by using the choice of v = 1 in the defining identity of Au in the

above paragraph, we must have
´

∂Ω f dν = 0 if Au = f . Note that if w, u ∈ Bθ
2,2(∂Ω) such

that u − w is constant on ∂Ω, then u is in the domain of A if and only if w is; moreover,
Au = Aw.

Proposition 6.5. Let f ∈ L2(∂Ω) such that
´

∂Ω f dν = 0. Then there exists wf ∈ Bθ
2,2(∂Ω)

such that Awf = f .

Proof. From [53] we know that uf that satisfies any of the conditions set forth in Theo-

rem 1.5 exists. It follows from the above discussion that AT Tuf = f and T̂ uf = uf . From
the discussion above we have

∣∣∣∣
ˆ

∂Ω
ϕf dν

∣∣∣∣ ≤ C0 ‖ϕ‖θ,2 = C0 E2(ϕ,ϕ)
1/2,

with C0 depending on f . We know that ‖ · ‖θ,2 is a norm on the homogeneous space
HBθ

2,2(∂Ω) = Bθ
2,2(∂Ω)/∼, and by above, ϕ 7→

´

∂Ω ϕf dν is a bounded linear map on

HBθ
2,2(∂Ω) because

´

∂Ω ϕf dν =
´

∂Ω(ϕ − c) f dν for each real number c. By Lemma 2.2

we have that HBθ
2,2(∂Ω) is a reflexive Banach space, and so it follows from the Riesz
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representation theorem that there is some function (up to a constant) wf ∈ HBθ
2,2(∂Ω)

such that for each ϕ ∈ HBθ
2,2(∂Ω),

ˆ

∂Ω
ϕf dν = E2(wf , ϕ).

The symmetric non-local bilinear form E2, as described above, is part of a class of
symmetric non-local bilinear forms studied in [28]. The version of Poincaré inequality
considered in [28, Definition 1.19] is tautological for the form E2 considered above with
φ(r) = r2, and so by [28, Theorem 1.20] we have that an E2-harmonic function is necessarily
Hölder continuous on its domain of harmonicity. Here, from the discussion in [28, Section 2],
a function u is E2-harmonic in an open set U ⊂ X if u ∈ Bθ

2,2(X) and for all ϕ ∈ Bθ
2,2(X)

with compact support in U we have E2(u, ϕ) = 0. In particular, our construction wf is
E2-harmonic in an open set U ⊂ X if f = 0 on U ; it then follows from [28, Theorem 1.20]
that wf is Hölder continuous on U . The results in [28] do not extend to the case where
f is not zero on U , and so for more general f , we do not know whether wf is Hölder
continuous, but from Theorem 1.6 above we know that uf is indeed Hölder continuous
when f ∈ Lq(X) = Lq(∂Ω) for q sufficiently large.

7 Reconciling construction of fractional Laplacian with [32]

In Section 6 we gave a possible construction of a fractional p-Laplacian operator (−∆2)
θ

on a doubling metric measure space ∂Ω. In the special case p = 2, and with the additional
hypothesis that ∂Ω also supports a 2-Poincaré inequality, an alternative construction based
on spectral theory can be found in [32], which corresponds to the operator A described in
Subsection 6.2. The aim of this section is to reconcile these two different approaches, and
show that the construction given in [32] gives rise to the same fractional operator we define
in Section 6 above.

In [32] the object of study was a compact doubling metric measure space (Z, dZ , µ) that
supports a 2-Poincaré inequality, and this metric space is naturally seen as the boundary of
the unbounded domain Z × (0,∞), where X = Z × [0,∞) is equipped with the ℓ2-product
metric d. Whereas, in our paper we consider the boundary of a bounded domain. Therefore,
to show that the two approaches are not contradictory, we show that we can modify X
so that it becomes a bounded doubling metric measure space supporting a 2-Poincaré
inequality and that functions that are 2-harmonic in Z × (0,∞) or X are also 2-harmonic
in this modified space, and that Z is isometric to the boundary of this modified space. We
consider the metric d∞ on X given by d∞((x1, y1), (x2, y2)) = max{d(x1, x2), |y1 − y2|}.

Fix β > 1, and set ρ and ω to be the following continuous functions on X:

ρ(x, y) := min{1, y−β}, ω(x, y) = min{1, y−2β}.
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The metric dρ on X is given by

dρ((x1, y1), (x2, y2)) = inf
γ

ˆ

γ
ρ ds,

where the infimum is over all rectifiable curves in X with end points (x1, y1), (x2, y2). Since
ρ is a positive continuous function and X is complete, it follows that the topology generated
by dρ is the same as the topology generated by the original metric on X. Moreover, for
(x0, y0) ∈ X,

lim
(x,y)→(x0,y0)

dρ((x, y), (x0, y0))

d((x, y), (x0, y0))
= ρ(x0, y0),

and hence (X, dρ) is a geodesic space. The metric dρ is motivated by the procedure of
sphericalization as constructed in [4], see also [29, 30, 50, 51]. However, the measure also
needs to be modified, not as in [29, 30, 50, 51], but in the manner of [13]. The modified
measure µω is given by

µω(A) =

ˆ

A
ω dµX

where µX is the product measure on X given by dµX(x, y) = ya dµ(x) dy, with a = 1− 2θ
as in [32]. From the construction, it is clear that the completion X̂ of X with respect to
the metric dρ is compact.

We denote the arc-length measure on a curve γ in (X, d∞) by ds; then under the
deformed metric dρ, the arc-length measure dsρ is given by dsρ = ρ ds. It follows that if g
is an upper gradient of a function u on X or Z × (0,∞), then ρ−1g is an upper gradient of
u on (X, dρ) or (Z × (0,∞), dρ). This is because

ˆ

γ
g0 dsρ =

ˆ

γ
g0 ρ ds

whenever g0 is a Borel function on X or Z × (0,∞). Observe that

ˆ

X

(
g

ρ

)2

dµω =

ˆ

X
g2 dµX ,

and so a family of curves Γ is of zero 2-modulus in (X, d∞) if and only if it is of zero
2-modulus in (X, dρ). Moreover, if gu is a minimal 2-weak upper gradient of u in (X, d∞)
and gu,ρ is a minimal 2-weak upper gradient of u in (X, dρ), then gu,ρ = ρ−1 gu, with

ˆ

X
g2u,ρ dµω =

ˆ

X
g2u dµX .

This means that the upper gradient energy is the same with respect to both metrics.
Note that (X, dρ) is a bounded metric space, for

1

2
diamρ(X) ≤

ˆ ∞

0
ρ(x0, y) dy = 1 +

ˆ ∞

1
y−β dy = 1 +

1

β − 1
=

β

β − 1
<∞.
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On the other hand, (X, dρ) is not complete; we complete it by including the “point at

infinity". So we set X̂ = X ∪ {∞}, with dρ((x, y),∞) :=
´∞
y ρ(x, y) dy, that is,

dρ((x, y),∞) =

{
1

(β−1) yβ−1 if y ≥ 1,
β

β−1 − y if 0 ≤ y ≤ 1.
(7.1)

We wish to consider as the domain Ω the set X̂ \ (Z×{0}), and note that the restriction of
dρ to ∂Ω = Z × {0} is isometric to dZ . Observe that if x0 ∈ Z and (x1, y1) ∈ X̂ such that
dρ((x0, 0), (x1, y1)) ≤ 1, then the ρ-geodesic connecting (x0, 0) to (x1, y1) must lie in the
region Z × [0, 1], and so dρ((x0, 0), (x1, y1)) = d((x0, 0), (x1, y1)) = max{dX (x1, x0), |y1|}.
Hence for each x0 ∈ Z and r ≤ 1, we have

µω(Bρ((x0, 0), r)) = (1 + a)−1 r1+a µZ(B(x0, r)).

Thus, for radii r < 1, balls centered at (x0, 0) are of co-dimension 1 + a measure with
respect to µX . Note that then we have Θ = 1 + a and θ = 1−a

2 , as required in the current
note.

We now need to know what the effect of the inclusion of the point at infinity has on the
class of 2-weak upper gradients.

Lemma 7.2. Let Γ be the collection of all non-constant rectifiable curves in (X̂, dρ) that
passes through ∞. Then Mod2(Γ) = 0.

Proof. It suffices to show that for each fixed L ≥ 1, the collection ΓL of all curves with one
end point in Z × {L} and the other at ∞ satisfies Mod2(ΓL) = 0, for Γ =

⋃
n∈N Γn. For

each H > L, we set ρH = (β − 1)Hβ−1χZ×[H,∞). A direct calculation shows that ρH is
admissible for computing Mod2(ΓL) as every curve in ΓL has a subcurve in Z× [H,∞) with
one end point at Z × {H} and the other at ∞. Note that as a < 1, we have a+1

2 < 1 < β.
Therefore

Mod2(ΓL) ≤

ˆ

Z

ˆ ∞

H
ρ2H dµω = µ(Z) (β − 1)2H2β−2

ˆ ∞

H
ya−2β dy =

(β − 1)2

2β − a− 1

1

H1−a
.

Letting H → ∞ and noting that a < 1 yields the desired conclusion.

From the above lemma, it is clear that a 2-weak upper gradient of a function u on
Z × (0,∞) (or X) extends as a 2-weak upper gradient of u on Ω (or X̂). Moreover, the
total Newton-Sobolev 2-capacity of {∞} is zero.

7.1 Doubling property of µω:

We want to show the existence of a constant C ≥ 1 such that whenever 0 < r < 1/4,
µω(Bρ((x0, y0), 2r)) ≤ Cµω(Bρ((x0, y0), r)). We first need the following lemma.
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Lemma 7.3. There exists Cω > 0 such that whenever B is a ball (with respect to the metric
dρ) in X̂ with radius R > 0 and center (x0, y0) such that ∞ 6∈ 2B, then for each (x, y) ∈ B
we have

ω(x0, y0)

Cω
≤ ω(x, y) ≤ Cω ω(x0, y0),

ρ(x0, y0)

Cω
≤ ρ(x, y) ≤ Cω ρ(x0, y0).

Moreover, for each (x, y) ∈ B we have

ρ(x0, y0)

Cω
d((x0, y0), (x, y)) ≤ dρ((x0, y0), (x, y)) ≤ Cω ρ(x0, y0) d((x0, y0), (x, y)),

and if in addition we have y0 ≥ 1 and y > 1, then

1

Cω(β − 1)

∣∣∣∣
1

yβ−1
0

−
1

yβ−1

∣∣∣∣+
1

Cω y
β
0

dZ(x, x0) ≤ dρ((x, y), (x0, y0))

≤
Cω

β − 1

∣∣∣∣
1

yβ−1
0

−
1

yβ−1

∣∣∣∣+
Cω

yβ0
dZ(x, x0) (7.4)

Proof. If y0 ≤ 1, then ω(x0, y0) = 1. If for all (x, y) ∈ B we have that y ≤ 1, then
ω(x, y) = 1 = ω(x0, y0). Hence, without loss of generality, we may assume that there is
some (x, y) ∈ B with y > 1. As ∞ /∈ 2B, we have

2R ≤

ˆ ∞

y0

ρdy = 1− y0 +

ˆ ∞

1
y−βdy = 1− y0 +

1

β − 1
.

As (x, y) ∈ BR,

R >

ˆ y

y0

ρdy = 1− y0 +
1

β − 1
(1− y1−β).

By combining the previous two estimates we get

1− y0
2

+
1

2(β − 1)
(1− 2y1−β) < 0.

This can only be satisfied if the second term is negative. Thus we have to have

y < 21/(β−1)

and so ω(x, y) ≈ 1 ≈ ρ(x0, y0), satisfying the first claim of the lemma.
Now we consider the case y0 > 1. As ∞ /∈ 2B, we obtain

2R <

ˆ ∞

y0

ρdy ≤

ˆ ∞

y0

y−βdy =
1

β − 1
y1−β
0 .
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If y ≥ 1, then (x, y) ∈ B implies that
∣∣∣∣
ˆ y

y0

y−βdy

∣∣∣∣ =
1

β − 1

∣∣∣y1−β
0 − y1−β

∣∣∣ < R.

A combination of the above two estimates gives us that

1

2
y1−β
0 < y1−β <

3

2
y1−β
0 .

It follows that y ≈ y0, and so again ω(x, y) ≈ ω(x0, y0) and ρ(x, y) ≈ ρ(x0, y0). If y ≤ 1,
then as (x0, y0) ∈ B((x, y), R), it follows by the discussion in the first paragraph above that
we have ω(x, y) = 1 ≈ ω(x0, y0). This completes the proof of the first claim.

Now we let (x, y) ∈ B, and note that any dρ-geodesic connecting (x0, y0) to (x, y) lies
in B; hence by the above, we have that

1

Cω
ρ(x0, y0) d((x, y), (x0, y0)) ≤ dρ((x, y), (x0, y0)).

On the other hand, let γZ be a geodesic curve in Z with end points x, x0 and parametrized to
be from the interval [0, |y−y0|] and with constant speed, and γR be the vertical line segment
γR(t) = t+min{y, y0}, for 0 ≤ t ≤ |y0−y|. Let γ be the curve given by γ(t) = (γZ(t), γR(t)
Note by the discussion above, we have that either y0 ≤ 1, in which case 0 ≤ y ≤ 21/(β−1)

and so for each t we have that ω(γ(t)) ≈ ω(x0, y0), or y0 > 1, in which case y ≈ y0 and so
again ρ(γ(t)) ≈ ρ(x0, y0). Hence

dρ((x, y), (x0, y0)) ≤ ℓρ(γ) ≤ Cρ(x0, y0) d((x, y), (x0, y0)).

Thus the second claim of the lemma is also verified.
To verify the last claim, we now suppose that y ≥ 1 and y0 ≥ 1. Note that X̂ is

a geodesic space, and hence every geodesic (with respect to the metric dρ) connecting
the center (x0, y0) of B to (x, y) ∈ B lies entirely in B. Let γ : [0, L] → X be such a
geodesic, arc-length parametrized with respect to the original metric d on X. Then with
γ(t) = (γZ(t), γR(t)), and as both y0, y ≥ 1,

dρ((x0, y0), (x, y)) =

ˆ L

0
γR(t)

−β max{|γ′Z |(t), |γ
′
R|(t)} dt ≥

ˆ L

0
γR(t)

−β|γ′R|(t) dt

≥
1

β − 1

∣∣∣∣
1

yβ−1
0

−
1

yβ−1

∣∣∣∣.

Moreover, for each t ∈ [0, L] we have that γR(t) ≈ y0 by the argument above related to the
first claim of the lemma. It follows that

dρ((x0, y0), (x, y)) ≥
1

Cω y
β
0

ˆ L

0
|γ′Z |(t) dt ≥

1

Cω y
β
0

dZ(x, x0).
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Combining this with the above inequality yields the first of the two inequalities in (7.4).
The right-hand side of (7.4) is obtained by considering the ρ-length of the curve γ0 obtained
by concatenating the curve γ0,R : [0, |y− y0|] → X given by γ0,R(t) = (x0, y0 +

y−y0
|y−y0|

t) with

a geodesic γ0,Z(t) = (γ1,Z(t), y) where γ1,Z is any geodesic in Z with end points x0, x.

Lemma 7.5. The measure µω is doubling on X̂.

In the proof below, each occurrence of Cβ,a denotes a possibly different constant, whose
choice depends solely on the parameters β and a.

Proof. Let Bρ be a ball of radius r > 0 in X̂. Since X̂ is compact, it suffices to prove the
doubling property for balls of radius r small enough, namely,

0 < r ≤ min

{
1/4,

1

(8 diam(Z))β−1(4(β − 1))β
,

1

8(β − 1)

}
. (7.6)

We consider three cases.
Case 1: ∞ ∈ 1

2Bρ. In this case, note that Bρ(∞, r/2) ⊂ Bρ and 2Bρ ⊂ Bρ(∞, 3r). Note
that when 0 < R < 1/(β − 1), Bρ(∞, R) = Z × [HR,∞) with

HR =

(
1

(β − 1)R

)1/(β−1)

. (7.7)

It follows that

µω(Bρ(∞, R)) = µ(Z)

ˆ ∞

HR

ya−2β dy =
µ(Z)

2β − 1− a
H1+a−2β

R

= µ(Z)
(β − 1)

2β−1−a
β−1

2β − 1− a
R

2β−1−a
β−1 . (7.8)

Therefore,

µω(2Bρ) ≤ µω(Bρ(∞, 3r)) = Cβ,a µ(Z) r
2β−a−1
β−1 = Cβ,a µω(Bρ(∞, r/2))

≤ Cβ,a µω(Bρ),

that is, the doubling property holds for balls falling within this case, with doubling constant
that depends only on β and a.
Case 2: ∞ ∈ 4Bρ \

1
2Bρ. Since we assume that r is small enough (see (7.6)), we have that

necessarily y0 > 1. Since r/4 ≤ dρ((x0, y0),∞) < 4r, by (7.1) it follows that

r

2
≤

1

(β − 1)yβ−1
0

< 4r. (7.9)
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We fix a positive real number ∆ (independently of r) such that

∆ < min

{
1,

(
16

15

)β/(β−1)

− 1 , 1−

(
16

17

)1/(β−1) }
.

Then by (7.6) and (7.9), we see that X× [y0(1−∆), y0(1+∆)] ⊂ Bρ. A direct computation
shows then that

µω(Bρ) ≥ µω(X × [y0(1−∆), y0(1 + δ)])

=
µ(Z)

(2β − 1− a)y2β−1−a
0

[
(1−∆)1+a−2β − (1 + ∆)1+a−2β

]

≈ r(2β−1−a)/(β−1).

The comparison constant in the above depends only on the choice of ∆ and on µ(Z), β. As
∞ ∈ 4Bρ, we see that 4Bρ ⊂ Bρ(∞, 8r). From the computations as in Case 1 above tells
us that

µω(2Bρ) ≤ µω(Bρ(∞, 8r)) = µ(Z)Cβ,a r
(2β−1−a)/(β−1).

Combining this estimate with the antecedent estimate gives µω(2Bρ) . µω(Bρ).
Case 3: ∞ 6∈ 4Bρ. In this case, by the first part of Lemma 7.3 we know that µω(2Bρ) ≈
ω(x0, y0)µ(2Bρ) and µω(Bρ) ≈ ω(x0, y0)µ(Bρ). Therefore it suffices to show that µ(2Bρ) ≤
C µ(Bρ) for some constant C that does not depend on Bρ. Now by the last part of the
lemma, we know that for (x, y) ∈ 2Bρ we have that

dρ((x0, y0), (x, y)) ≈ yβ−1
0 d((x, y), (x0, y0)).

Thus 2Bρ ⊂ B((x0, y0), 2Cry
β
0 ) and B((x0, y0), ry

β
0 /C) ⊂ Bρ. Now the doubling property of

µ yields the desired inequality, with the doubling constant depending only on the doubling
constant of µ and the constant C used here.

7.2 Modification of the norm on Cheeger differential structure

The paper [32] considers D to be a (fixed choice of) Cheeger differential structure on Z.
The existence of such a structure is guaranteed from the results in [24]. The corresponding
differential structure ∇ on X is obtained as a tensorization of the structure D with the
Euclidean differential structure on [0,∞). When the metric on X is modified as considered
in this section, the norm associated with the differential structure on X is also changed.
Note that the norm, as considered in Cheeger in [24], has the property that

|∇u(x, y)|(x,y) ≈ gu(x, y)

for µ × L1-a.e. (x, y) ∈ X; here, gu is a 2-weak upper gradient of u with respect to the
original (unmodified) metric. Since ρ−1gu is a 2-weak upper gradient of u with respect to
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the metric dρ and the measure µω, it follows that the norm on the inner product structure
∇ should change accordingly in order to preserve the above comparison. Hence we choose

|∇u(x, y)|ρ,(x,y) = ρ(x, y)−1|∇u(x, y)|(x,y).

With this modification, we have that for each Borel A ⊂ X̂,
ˆ

A
〈∇u(x, y),∇v(x, y)〉ρ,(x,y)µω(x, y) =

ˆ

A
〈∇u(x, y),∇v(x, y)〉(x,y) d(µ ×L1)(x, y).

7.3 2-Poincaré inequality with respect to dρ and µω

It was shown in [32, Proof of Lemma 3.1] that as Z supports a 2-Poincaré inequality, the
product space X = Z × (0,∞) also supports a 2-Poincaré inequality. In this subsection we
will show that the modified space X̂ also supports a 2-Poincaré inequality.

Proposition 7.10. The space (X̂, dρ, µω) supports a (1, 2)-Poincaré inequality.

Proof. As the metric dρ is geodesic, a weak Poincaré inequality implies the strong Poincaré

inequality. Thus it is enough to prove that for every u ∈ D1,2(X̂) and every ball B ⊂ X̂ ,
there exists a constant cu,B such that

 

Bρ(x,r)
|u− cu,B| dµω ≤ CP r

(
 

Bρ(x,λr)
gpu dµω

)1/2

,

with some constants CP and λ that only depend on the data of the space. We consider
separately two cases: The case, where the point ∞ is far away from B, and the case where
it is close to B.

Case 1: ∞ /∈ Bρ((x0, y0), 2C
2
ωr0), where Cω is as in Lemma 7.3. Then, with B̃ =

B((x0, y0), Cωρ(x0, y0)
−1r0), by Lemma 7.3 we have

Bρ = Bρ((x0, y0), r0) ⊂ B̃ ⊂ C2
ωBρ = Bρ((x0, y0), C

2
ωr0).

Now, setting cu,B = µZ(B̃)−1
´

B̃
u dµX , we can estimate using Lemma 7.3 and the Poincaré

inequality of (X, dX , µX) that
ˆ

Bρ

|u− cu,B|dµω ≤ Cω ω(x0, y0)

ˆ

B̃
|u− cu,B|dµX

≤ C2
ω ω(x0, y0)ρ(x0, y0)

−1r0 µX(B̃)1/2
(
ˆ

B̃
g2udµX

)1/2

= C2
ω ω(x0, y0)ρ(x0, y0)

−1r0µX(B̃)1/2
(
ˆ

B̃
g2u,ρdµω

)1/2

≤ C2
ω r0 µω(C

2
ωBρ)

1/2

(
ˆ

C2
ωBρ

g2u,ρdµω

)1/2
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Here the first inequality follows from the inclusion Bρ ⊂ B̃ and from having ω ≈ ω(x0, y0)

in B̃. The second inequality follows from the (1, 2)-Poincaré inequality for (X, d, µX ).
In the last estimate, we used the facts that for (x, y) ∈ Bρ, ω(x, y)

1/2 ≈ ω(x0, y0)
1/2 =

ω(x0, y0)ρ(x0, y0)
−1 in B̃ and that B̃ ⊂ C2Bρ. Thus the Poincaré inequality is satisfied

with λ = C2
ω and CP that depends on Cω as well as the doubling constant of X̂ and the

constants associated with the Poincaré inequality for (X, dX , µX).
Case 2: ∞ ∈ Bρ((x0, y0), 2C

2
ωr0).

Now we have Bρ((x0, y0), r0) ⊂ Bρ(∞, (2C2
ω + 1)r0) = Z × (H(2C2

ω+1)r0 ,∞], where

HR = [(β − 1)R]−1/(β−1) as in (7.7). Therefore as we already know that µω is doubling, it
is enough to prove that the balls centered at ∞ satisfy the Poincaré inequality. Thus let us
consider the ball Bρ = Bρ(∞, R) with R < 1/(2β − 2).

For k = 1, 2, . . . , let Ak = Bρ(∞, 21−kR) \ Bρ(∞, 2−kR). Then from equation (7.8)
above, we have µω(Ak+1)/µω(Ak) = γ = (12)

1+(β−a)/(β−1) < 1. We may assume without
loss of generality that uA1 = 0 (with respect to the measure µω). Then our goal is to prove
that

ˆ

Bρ

|u|dµω ≤ CR

(
ˆ

Bρ

g2u,ρdµω

)1/2

µω(Bρ)
1/2.

Note from the discussion around (7.7) that A1 = Z × [HR,HR/2] with HR > 2, and so for
each (x, y) ∈ A1 we have that

2−2β/(β−1)H−2β
R = H−2β

R/2 ≤ ω(x, y) ≤ H−2β
R .

Note that HR/2 − HR = (21/(β−1) − 1)HR ≥ diam(Z). Since (Z, dZ , µZ) supports a
2-Poincaré inequality and so does the Euclidean interval [HR,HR/2] (equipped with the
weighted 1-dimensional Lebesgue measure ya dy), we see that

ˆ

A1

|u| dµX =

ˆ

A1

|u− uA1 | dµX ≤ C HR µX(A1)
1/2

(
ˆ

A1

g2u dµX

)1/2

. (7.11)

Here we used the fact that HR > 2 > diam(X), and so the dX -diameter of A1 is comparable

to HR. Now given the above comparison ω((x, y)) ≈ H−2β
R , we obtain

ˆ

A1

|u| dµω ≤ CH1−2β
R

(
ˆ

A1

g2u,ρ dµω

)1/2

Hβ
R µω(A1)

1/2

= C(β − 1)R

(
ˆ

A1

g2u,ρ dµω

)1/2

µω(A1)
1/2.

Now it is enough to prove that
´

Bρ\A1
|u|dµω ≤ CR

´

Bρ
gu,ρdµω, from which we can recover

(1, 2)-Poincaré inequality by using Hölder’s inequality.
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As ω and ρ are approximately constant in each Ak ∪Ak+1 and the y-directional width
with respect to the metric dρ ofAk∪Ak+1 is smaller than 22−kR, the use of the 1-dimensional
Poincaré inequality on {x} × (0,∞) for fixed x ∈ X gives us

|uAk+1
− uAk

| =

∣∣∣∣
 

Ak+1

u dµω −

 

Ak

u dµω

∣∣∣∣ ≈
∣∣∣∣
 

Ak+1

u dµZ −

 

Ak

u dµX

∣∣∣∣

≤ C HRk

 

Ak∪Ak+1

gu dµX

≈ C HRk

 

Ak∪Ak+1

gu dµω

≈ C H1−β
Rk

 

Ak∪Ak+1

gu,ρ dµω

≈ C 2−k R

 

Ak∪Ak+1

gu,ρ dµω.

Here uAk
, k ∈ N, are computed with respect to the measure µω. Now we can apply a

telescoping argument and (7.11) to estimate that
ˆ

Bρ\A1

|u|dµω =

∞∑

k=2

ˆ

Ak

|u|dµω

≤

∞∑

k=2

µω(Ak)

(
|uA1 |+

k−1∑

m=1

|uAm − uAm+1 |

)

≤C

∞∑

k=1

k−1∑

m=1

µω(Ak)2
−mR

 

Am∪Am+1

gu,ρdµω + C R

(
 

A1

g2u,ρ dµω

)1/2 ∞∑

k=2

µω(Ak)

≤C
∞∑

k=1

k−1∑

m=1

µω(Ak)2
−mR

 

Am∪Am+1

gu,ρdµω + C R

(
 

A1

g2u,ρ dµω

)1/2

µω(Bρ \ A1)

≤C
∞∑

m=1

∞∑

k=m+1

2−mR

ˆ

Am∪Am+1

gu,ρdµω
µω(Ak)

µω(Am)
+ C R

(
 

A1

g2u,ρ dµω

)1/2

µω(Bρ)

≤C

∞∑

m=1

∞∑

k=m+1

2−mR

ˆ

Am∪Am+1

gu,ρdµω + C R

(
 

A1

g2u,ρ dµω

)1/2

µω(Bρ)

≤CR

ˆ

Bρ

gu,ρdµω + C R

(
 

A1

g2u,ρ dµω

)1/2

µω(Bρ).

Hence by Hölder’s inequality and (7.11),

ˆ

Bρ

|u| dµω ≤ C R

(
 

Bρ

g2u,ρ dµω

)1/2

µω(Bρ),
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which yields the 2-Poincaré inequality.

7.4 John domain property

In this section we will show that X̂ is a John domain. In fact, it is also a uniform domain
(see for example [39]), but we do not need this stronger geometric condition in our paper.

Proposition 7.12. The space (X̂, dρ, µω) is a John domain with John center ∞ and bound-
ary Z × {0}.

Proof. Since for 0 < y ≤ 1 and x ∈ Z we have that distdρ((x, y), Z×{0}) = distd((x, y), Z×

{0}) = y, it follows that the boundary of X̂ contains Z ×{0}. Moreover, if x1, x2 ∈ Z such
that dX(x1, x2) ≤ 1/2, then dρ((x1, 0), (x2, 0)) = d((x1, 0), (x2, 0)) = dX(x1, x2). We now

show that there is no other boundary point for X̂. If ((xk, yk))k is a Cauchy sequence in
X̂ that does not converge, then we must necessarily have that there is some τ > 0 such
that yk ≤ τ for each k. This follows from (7.1). That is, the sequence lies in Z × (0, τ ].
From the fact that Z is compact, it follows that we must have yk → 0, that is, the sequence
converges to a point in Z × {0}. Hence ∂X̂ = Z × {0}.

Let (x, y) ∈ X; then y > 0. Let γ : [0,∞) → X be given by γ(t) = (x, y + t). Note
that γ is arc-length parametrized with respect to the metric d, but not with respect to the
metric dρ. For t > 0, we see that

ℓρ(γ|[0,t]) =

ˆ t

0
ρ(y + s) ds =





1
β−1

[
1

yβ−1 − 1
(y+t)β−1

]
if y ≥ 1,

1− y + 1
β−1

[
1− 1

(t+y)β−1

]
if y < 1 ≤ y + t,

t if y + t < 1.

Moreover, for t > 0 we have that

distdρ(γ(t), Z × {0}) =

ˆ y+t

0
ρ(s) ds =

{
1 + 1

β−1

[
1− 1

(y+t)β−1

]
if y + t ≥ 1,

y + t if y + t ≤ 1.

As y > 0, it follows from the above two computations that for each t > 0 we have
distdρ(γ(t), Z × {0}) ≥ ℓρ(γ|[0,t]). Hence, X̂ is a John domain with John center ∞ and
John constant CJ = 1.

7.5 Conclusion: the reconciliation

Now we have the tools necessary to compare the two fractional Laplace operators in the
case that (Z, dZ , µZ) is a compact doubling metric measure space supporting a 2-Poincaré
inequality: the first considered in [32] and corresponding to the operator A described in
Subsection 6.2, and the second constructed in this paper and denoted (−∆2)

θ .
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The domain X = Z × (0,∞) was considered in [32]. Moreover, for −1 < a < 1
(corresponding to the relationship θ = (1−a)/2), X is equipped with the weighted product
measure dµX(x, y) = ya dµZ(x) dy. With such a measure, it is clear to see that the measure
ν = µZ satisfies the co-dimension condition (1.1) with Θ = a+ 1.

It was shown in [32] that a function u ∈ Bθ
2,2(Z) satisfies Au = f on Z = ∂X if and

only if its Cheeger-harmonic extension, also denoted u, to X satisfies
´

X g
2
u dµX < ∞ and

in addition, satisfied
lim
y→0+

ya∂yu = f. (7.13)

Here A on Z was defined via the spectral decomposition theorem, corresponding to the
fractional Laplacian (∆2)

θ in the Euclidean setting of [20]. Observe that as (Z, µZ) is
compact, doubling, and supports a 2-Poincaré inequality, the measure µX is doubling and
supports a 2-Poincaré inequality as well; this was shown in [32].

Now, when we transform X = Z × [0,∞) into (Ẑ, dρ, µω) as described at the beginning
of Section 7, we obtain a doubling metric measure space supporting a 2-Poincaré inequality
and the co-dimension condition as outlined in Conditions (H0), (H1), and (H2) in the
current paper. Furthermore, with the transformation of the Cheeger differential structure
as explained in this section, we also see that functions on X that were Cheeger 2-harmonic
in Z × (0,∞) are also Cheeger 2-harmonic in Ω := X̂ \ (Z × {0}); moreover, dρ is locally
isometric to the original metric d near Z = ∂Ω, and the measure µω = µX on Z × [0, 1).
It follows that the condition limy→0+ y

a∂yu = f is satisfied by u if and only if u satisfies
Condition (c) of our Theorem 1.5. Moreover, the trace of a function on Ω to ∂Ω is the same
trace as the one for functions on Z × (0,∞) to Z.

Thus the correspondence between the construction of [32] and ours is as follows.

• A function u on Z constructed in [32] to solve the equation Au = f , is extended as
a Cheeger 2-harmonic function, denoted û, to Z × (0,∞) so that the trace of û at
∂(Z × (0,∞) = Z is u. It is shown there that û also satisfies (7.13).

• It was also shown in [32] that û has finite Dirichlet energy in Z × (0,∞).

• The same function û is then Cheeger 2-harmonic in the transformed domain (Z ×
(0,∞), dρ, µω), as discussed above. Moreover, û has finite Dirichlet energy in this
transformed domain.

• By Lemma 7.2 we know that the point ∞ is removable for Cheeger 2-harmonicity
of functions with finite Dirichlet energy. Hence û is Cheeger 2-harmonic in Ω =
X̂ \ (Z × {0}).

• Combining the above-listed points, we see that û satisfies Condition (c) of Theo-
rem 1.5, and hence satisfies the equation (−∆2)

θu = f on Z, where θ and a are
related by θ = (1− a)/2 = 1−Θ/2 (with Θ = a+1). Here, (−∆2)

θ is as constructed
using the bilinear form ET as described in Section 6 corresponding to p = 2.
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• Since solutions to both problems exist and are unique up to additive constants, it
follows that the two approaches give the same solution.

8 APPENDIX: Removing boundedness condition on f in [53]

In this appendix we gather together results, and their proofs, that are adaptations of the
results from [53] to our setting. In particular, we replace the boundedness condition on f ,
as required in [53], with the more natural condition f ∈ Lp′(∂Ω), where p′ = p/(p − 1) is
the Hölder dual of p.

Lemma 8.1. Let u be the solution to the Neumann boundary value problem on Ω with
boundary data f ∈ Lp′(∂Ω) such that

´

Ω u dµ = 0. Then

ˆ

Ω
|u|p dµ ≤ C

ˆ

Ω
|∇u|p dµ ≤ C2

ˆ

∂Ω
|f |p

′

dν.

The constant C depends only on the structural constants of Ω.

The above lemma is a consequence of [53, Proposition 4.1] when the Cheeger differential
structure is replaced with the upper gradients in the formulation of the Neumann boundary
value problem.

Proof. Since Ω is bounded and supports a p-Poincaré inequality, and since
´

Ω u dµ = 0, we
have that

ˆ

Ω
|u|p dµ ≤ C

ˆ

Ω
|∇u|p dµ. (8.2)

Next, for each v ∈ N1,p(Ω) we let I(v) =
´

Ω |∇v|p dµ− p
´

∂Ω v f dν. Since u is a minimizer
of I as shown in Theorem 1.5, and as I(0) = 0, it follows that I(u) ≤ 0, that is,

ˆ

Ω
|∇u|p dµ ≤ p

ˆ

∂Ω
u f dν.

Hence by the trace theorem [52, Theorem 1.1], we have

ˆ

Ω
|∇u|p dµ ≤ p ‖u‖Lp(∂Ω) ‖f‖Lp′ (∂Ω) ≤ C

(
‖u‖Lp(Ω) + ‖|∇u|‖Lp(Ω)

)
‖f‖Lp′ (∂Ω)

≤ C‖|∇u|‖Lp(Ω) ‖f‖Lp′ (∂Ω),

where we used (8.2) in the last line above. It follows that

‖|∇u|‖p−1
Lp(Ω) ≤ C ‖f‖Lp′(∂Ω),

from whence the second inequality in the statement of the lemma follows.
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The proof of boundedness of solutions to the Neumann problem as given in [53] uses
the boundedness of the Neumann data f . In this appendix we show how to modify the
proof of [53, Theorem 5.2] when relaxing the requirement that f ∈ L∞(∂Ω) to f ∈ Lq(∂Ω)
for sufficiently large q > p. We also relax the co-dimension 1 condition to a co-dimension
Θ condition, namely that there is some 0 < Θ < p so that for each x ∈ ∂Ω and 0 < r ≤
diam(∂Ω) we have

ν(B(x, r)) ≈
µ(B(x, r))

rΘ
. (8.3)

Here the ball B(x, r) is the ball in Ω, with µ(∂Ω) = 0 and ν(Ω) = 0. Observe that
since µ is a doubling measure, there is an exponent s > 0 such that for all x ∈ Ω and
0 < r < R ≤ diam(Ω), ( r

R

)s
.

µ(B(x, r))

µ(B(x,R))
. (8.4)

Note that we can make s as large as we like; thus, once Θ < p is fixed, with 1 < p < ∞,
we can then choose s > 0 so that p < s. Moreover, given the assumptions on Ω, we can
replace the original metric with the biLipschitz equivalent length-metric, and so we can
assume that Ω is a length space (the class of upper gradients and the Cheeger differential
structure are not changed by this); it follows from [52, Proposition 4.21] that given a choice

of p < p̃ < p∗ := p(s−Θ)
s−p , the trace operator T : N1,p(Ω) → Lp̃(∂Ω) is local in the sense that

whenever x ∈ ∂Ω and r > 0, we have

‖Tu− uB(x,r)‖Lp̃(B(x,r)∩∂Ω) . r(p̃
−1−p∗−1)(s−Θ) ‖∇u‖Lp(B(x,r)). (8.5)

Up to Remark 5.9 of [53] holds without any change even if we only assume that f ∈ Lp′(∂Ω)
where p′ = p/(p − 1) is the Hölder dual of p. The subsequent parts of Section 5 of [53] are
modified as follows.

Lemma 5.10 of [53] is modified to the following. Note that if f is bounded, then the
integrability condition of f given in the following lemma holds for any choice of q satisfying
the conditions set out in the lemma. In the lemma below, p̃ ∈ (p, p∗) is the exponent
associated with the trace operator as in (8.5), and p̃′ = p̃/(p̃ − 1) is the Hölder dual of p̃
and p′ the Hölder dual of p.

For ease of notation, in the following, integrals over balls B with respect to µ stand in
for integrals over B ∩Ω, and integrals with respect to ν stand in for integrals over B ∩ ∂Ω.

Lemma 8.6. Suppose that
´

∂Ω f dν = 0 with f ∈ Lp′(∂Ω), and set t = p′−p̃′

p′−1 . Let u be
a solution to the Neumann boundary value problem with boundary data f . For x ∈ ∂Ω,
k, h ∈ R with k > h, and 0 < R/2 ≤ r < R ≤ diam(∂Ω), set

u(k, r) :=

(
 

B(x,r)
(u− k)p+ dµ

)1/p

, ψ(k, r) :=

 

B(x,r)
|f |(u− k)+ dν.
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Then

u(k, r) ≤ C

(
u(h,R)

k − h

)1−1/κ [ R

R− r
u(h,R) +R1−Θ/p ψ(h,R)1/p

]
,

ψ(k, r) ≤ Cf,R

(
ψ(h,R)

k − h

)t/p̃′ [ Rℵ1

R− r
u(h,R) +Rℵ2 ψ(h,R)1/p

]
, (8.7)

where κ = s/(s − p) and the constants ℵ1,ℵ2 are positive and independent of f , u, x, r,
and R, while Cf,R > 1 is independent of u, x, and r.

The choice of κ = s/(s− p) comes from the Sobolev-Poincaré inequality on Ω, namely,
(κp, p)-Poincaré inequality; see [42]. We remind the readers that the parameter s is the
lower mass bound dimension of µ from (8.4).

Proof. As in the proof of [53, Lemma 5.10], we pick a cut-off function η that is Lipschitz
on Ω, with η = 1 on B(x, r), η = 0 on Ω \ B(x, (R + r)/2) and apply Hölder’s inequality
and the (κp, p)-Poincaré inequality to η (u− k)+ to obtain

 

B(x,r)
(u− k)p+ dµ .

(
µ(A(k, r))

µ(B(x, r))

)1−1/κ

Rp

 

B(x,(R+r)/2)
|∇(η(u− k)+)|

p dµ.

Here A(k, r) = {y ∈ Ω : u(y) > k} ∩ B(x, r). Invoking the Leibniz rule (with |∇η| ≤
2(R− r)−1χB(x,(R+r)/2)\B(x,r)) and the version of De Giorgi-type inequality from [53, The-
orem 5.3], we now obtain

u(k, r)p .

(
µ(A(k, r))

µ(B(x, r))

)1−1/κ
[

Rp

(R− r)p

 

B(x,R)
(u− k)p+ dµ+

1

µ(B(x,R))

ˆ

B(x,R)
|f |(u− k)+ dν

]
.

Now applying the codimensionality (8.3), we obtain

u(k, r)p .

(
µ(A(k, r))

µ(B(x, r))

)1−1/κ
[

Rp

(R − r)p
u(k,R)p +Rp−Θ

 

B(x,R)
|f |(u− k)+ dν

]
.

Now, as in [53, bottom of page 2446], we see that when h < k,

µ(A(k, r)) .
µ(B(x, r))

(k − h)p
u(h,R)p.

Combining the above two inequalities proves the first of the two inequalities in (8.7) (note
that we have used the doubling property of µ as well as the facts that R/2 ≤ r < R and
u(k,R) ≤ u(h,R), ψ(k,R) ≤ ψ(h,R) here.
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Now we turn our attention to ψ(k, r) where the bulk of the modification lies. We set
ℵ0 := (p̃−1− p∗−1)(s−Θ). By Hölder’s inequality and (8.5), Hölder’s inequality again, and
then by the definition of u(k, r),

ψ(k, r) ≤

(
 

B(x,r)
(u− k)p̃+ dν

)1/p̃(
 

B(x,r)
|fχA(k,r)|

p̃′ dν

)1/p̃′

. ν(B(x, r))−1/p̃

(
 

B(x,r)
|fχA(k,r)|

p̃′ dν

)1/p̃′

×


rℵ0

(
ˆ

B(x,r)
|∇(u− k)+|

p dµ

)1/p

+ ν(B(x, r))1/p̃
 

B(x,r)
(u− k)+ dµ




.

(
 

B(x,r)
|fχA(k,r)|

p̃′ dν

)1/p̃′

 rℵ0

ν(B(x, r))1/p̃

(
ˆ

B(x,r)
|∇(u− k)+|

p dµ

)1/p

+ u(k, r)


 .

Combining this inequality with the De Giorgi-type inequality from [53, Theorem 5.3] yields

ψ(k, r) .

(
 

B(x,r)
|fχA(k,r)|

p̃′ dν

)1/p̃′ [
u(k, r)+

rℵ0

R− r

µ(B(x,R))1/p

ν(B(x, r))1/p̃
u(k,R)

+ rℵ0ν(B(x,R))1/p−1/p̃ψ(k,R)1/p
]
.

Here we have also used the facts that nu is doubling and R/2 ≤ r < R. Now using the
co-dimensionality of ν with respect to µ, we obtain

ψ(k, r) .

(
 

B(x,r)
|fχA(k,r)|

p̃′ dν

)1/p̃′ [
u(k, r)+

Rℵ0+Θ/p

R− r
ν(B(x,R))1/p−1/p̃u(k,R)

+ rℵ0ν(B(x,R))1/p−1/p̃ψ(k,R)1/p
]
.

As p̃ > p and ν(∂Ω) <∞, we have

ψ(k, r) .

(
 

B(x,r)
|fχA(k,r)|

p̃′ dν

)1/p̃′ [(
1 +

Rℵ0+Θ/p

R− r

)
u(k,R) + rℵ0ψ(k,R)1/p

]
. (8.8)

Note that by assumption, f ∈ Lp′(∂Ω). As p̃ > p, it follows that f ∈ Lp̃′(∂Ω). We set

t = p′−p̃′

p′−1 as in the statement of the lemma. As p < p̃ and p′ > 1, we have that t > 0.
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Moreover, as p̃′ > 1, it follows that t < 1. Now by Hölder’s inequality and the fact that
(p̃′ − t)/(1− t) = p′,

 

B(x,r)
|fχA(k,r)|

p̃′ dν ≤

(
 

B(x,r)
|f |χA(k,r) dν

)t (
 

B(x,r)
|f |(p̃

′−t)/(1−t) dν

)1−t

=

(
 

B(x,r)
|f |χA(k,r) dν

)t (
 

B(x,r)
|f |p

′

dν

)(p̃′−1)/(p′−1)

≤ C

(
 

B(x,r)
|f |χA(k,r) dν

)t (
 

B(x,R)
|f |p

′

dν

)(p̃′−1)/(p′−1)

.

We set

Cf,R := C

(
 

B(x,R)
|f |p

′

dν

)(p̃′−1)/(p′−1)

Then by the above,

 

B(x,r)
|fχA(k,r)|

p̃′ dν ≤ Cf,R

(
 

B(x,r)
|f |χA(k,r) dν

)t

.

When h, k ∈ R with h < k, we have
 

B(x,r)
|f |χA(k,r) dν ≤

1

k − h

 

B(x,r)
|f |(u− h)+ dν =

ψ(h, r)

k − h
≤
ψ(h,R)

k − h
.

Combining this with inequality (8.8), we obtain

ψ(k, r) . C
1/p̃′

f,R

(
ψ(h,R)

k − h

)t/p̃′
[(

1 +
Rℵ0+Θ/p

R− r

)
u(k,R) +Rℵ0ψ(k,R)1/p

]
.

As R ≤ diam(∂Ω) < ∞ and R > R − r, we obtain the second part of (8.7) by choosing
ℵ2 = ℵ0 and ℵ1 = ℵ0 +Θ/p.

Now we are ready to prove the boundedness of u on B(x,R) even when f is not bounded.
To do so, fix k0 ∈ R. We fix d > 0 for now, but we will add some conditions in on d towards
the end. For non-negative integers n we set

rn =
R

2
(1 + 2−n), kn = k0 + d(1 − 2−n).

Note that 0 < kn+1 − kn = 2−(n+1)d and 0 < rn − rn+1 = 2−(n+2)R. Then from the above
lemma, we see that

u(kn+1, rn+1) ≤ C

(
u(kn, rn)

2−(n+1)d

)1−1/κ [
2n+2u(kn, rn) +R1−Θ/pψ(kn, rn)

1/p
]
.
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Setting α = 1− 1/κ < 1 and noting that R ≤ diam(∂Ω) <∞, we obtain

u(kn+1, rn+1) ≤ C
2(n+1)α

dα

[
2n+2u(kn, rn)

1+α + u(kn, rn)
αψ(kn, rn)

1/p
]
,

and as 2n+2 ≥ 1, we obtain

u(kn+1, rn+1) ≤ C
2n(α+1)

dα

[
u(kn, rn)

1+α + u(kn, rn)
αψ(kn, rn)

1/p
]
. (8.9)

Similarly, setting β = t/p̃′ < 1, we have from the above lemma that

ψ(kn+1, rn+1) ≤ Cf,R
2n(β+1)

dβ

[
u(kn, rn)ψ(kn, rn)

β + ψ(kn, rn)
β+1/p

]
. (8.10)

Lemma 8.11. There exist a choice of positive real numbers d, σ, and τ such that with kn,
rn as defined above for each non-negative integer n, we have

u(kn, rn) ≤ 2−σnu(k0, R), ψ(kn, rn) ≤ 2−τnψ(k0, R).

Note that with d, σ, and τ as in the above lemma, we obtain that

0 = lim
n→∞

u(kn, rn) = u(k0 + d,R/2),

form whence we can conclude that u ≤ k0 + d on B(x,R/2). Hence, to prove the bounded-
ness of u on B(x,R/2) it suffices to prove the above lemma.

Proof. If u(k0, R) = 0, then u ≤ k0 on B(x,R), and we have the boundedness. Therefore,
without loss of generality, we assume that u(k0, R) > 0. If ψ(k0, R) = 0, then again for each
n we have ψ(kn, rn) = 0, and the required inequality for ψ would be satisfied, and then we
can directly focus on the part of the proof below that is relevant to u(kn, rn). Hence we
now assume also that ψ(k0, R) > 0, and prove the claim via induction on n. The base case
n = 0 holds trivially. So suppose that n is a non-negative integer such that the claims hold
for n; and we wish to then show that the claims also hold for n+ 1.

By (8.10) and by the hypotheses holding for n,

ψ(kn+1, rn+1) ≤ C
2n(β+1)

dβ

[
2−(τβ+σ)nu(k0, R)ψ(k0, R)

β + 2−τn(β+1/p)ψ(k0, R)
β+1/p

]

≤
C

dβ

[
2−n(σ+τβ−β−1)ψ(k0, R)

βu(k0, R) + 2−n(τβ+τ/p−β−1)ψ(k0, R)
β+1/p

]

≤ 2−τ(n+1)ψ(k0, R)
2τC

dβ

[
2−n(σ+τβ−β−1−τ) u(k0, R)

ψ(k0, R)1−β

+ 2−n(τβ+τ/p−β−1−τ)ψ(k0, R)
β+1/p−1

]
.
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Similarly, by (8.9) and by the hypothesis,

u(kn+1, rn+1) ≤ 2−σ(n+1)u(k0, R)
C

dβ

[
2−n(σ+σα−α−1−σ)u(k0, R)

α

+ 2−n(σα+τ/p−α−1−σ) ψ(k0, R)
1/p

u(k0, R)1−α

]
.

We choose σ and τ such that

σ + σα− α− 1− σ ≥ 0, σα+
τ

p
− α− 1− σ ≥ 0,

σ + τβ − β − 1− τ ≥ 0, τβ +
τ

p
− β − 1− τ ≥ 0.

Such a choice is possible because β = t/p̃′ < 1 < p′ = p/(p− 1), see the conditions listed at
the top of [53, page 2450]. Subsequently, we choose d large enough so that

dβ ≥ C

[
u(k0, R)

α +
u(k0, R)

ψ(k0, R)1−β
+ ψ(k0, R)

β+1/p−1 ψ(k0, R)
1/p

u(k0, R)1−α

]

to complete the proof of the lemma.
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