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Abstract

We investigate geometric characteristics of a specific planar periodic framework with three degrees of freedom. While
several avatars of this structural design have been considered in materials science under the name of chiral or missing
rib models, all previous studies have addressed only local properties and limited deployment scenarios. We describe
the global configuration space of the framework and emphasize the geometric underpinnings of auxetic deformations.
Analogous structures may be considered in arbitrary dimension.

Keywords
Periodic framework, auxetic deformation, pseudo-triangulation, chiral models, Prussian blue

1. Introduction

This paper is concerned with the geometric study of a planar periodic framework presented in its initial con-
figuration in Figure 1. The framework is made of congruent square plates connected with rigid bars between
vertices, which are considered universal joints, that is, they allow any relative rotation of plate and bar. All bars
are of equal length, which is taken to be twice the edge length of a square plate. The generators of the periodicity
lattice are shown as arrows and the unit cell they span is indicated with thin lines.[AQ: 2]

Obviously, this planar periodic plate-and-bar framework can be converted into an equivalent periodic bar-
and-joint framework by retaining all vertices as joints and replacing the square plates by their four edges plus a
diagonal as bars (respecting periodicity).

With hindsight, the structural pattern may be recognized in several ornamental motifs, e.g. the sixteenth-
century tiles shown in Figure 2.

This tetragonal design, together with its trigonal and hexagonal relatives, chiral and anti-chiral subspecies,
and several manufacturing variations, have been frequently studied in connection with auxetic behavior and
deployment scenarios [1–7]. Auxetic behavior refers to lateral widening on stretching, or, in reverse, lateral
shrinking on compression.

Our main purpose in considering this recurrently explored pattern [8–20] is to uncover the geometric features
that underlie the deformation possibilities of the framework, including expansive and auxetic capabilities, area
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Figure 1. Initial configuration of the planar periodic framework. The displayed fragment is extended by periodicity to an infinite

plate-and-bar structure. Two generators of the periodicity lattice are shown as arrows.

Figure 2. Tiles, Ottoman period, Iznik 1560. Harvard Art Museums.

variation, and deployment mechanisms. We rely on a strictly mathematical approach, introduced and developed
in previous work [21–25], but the specific treatment of the periodic framework under investigation will be
largely self-contained and apt to illustrate the salient points of the general theory.

First, we show that the framework has, with the indicated periodicity, three degrees of freedom. We follow
up with the determination of the entire configuration space. Allowing for (controllable) degeneracies, it is the
union of three tori of dimension three, with pairwise intersections along tori of dimension two, but no common
intersection. Here, and in what follows, a torus of dimension d is the Cartesian product (S1)d of a circle S1 with
itself d times.

We focus, then, on the study of what we call “the main locus," which is the torus containing the initial
configuration. The other two tori, equivalent under a natural symmetry, are amenable to similar treatment. The
key concept, defined after fixing two generators for the periodicity lattice, is the Gram map, which associates to
a given configuration the corresponding Gram matrix of the two generators. Thus, we have a map with values
in the space of 2 × 2 symmetric matrices G : (S1)3 → Sym(2), which is most important for understanding the
behavior of the framework under deformation and reveals the geometric reasons for auxetic capabilities.

The Gram map may be considered as a periodic analog for the end-effector map in classical robotics and
thereby directs our attention to the locus where the differential of the Gram map drops rank, that is, the Jacobian
determinant vanishes. This leads to an overall description of the topological behavior of the map.

The abundant possibilities for auxetic one-parameter deformations result from the fact that the differential
of the Gram map is generically of maximal rank three. As pointed out in the general setting of [23], auxetic
trajectories are analogous to “causal trajectories" in Lorentzian space–times studied in relativity theory and
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Figure 3. Unfolding stages from tiling to full deployment. From (a) to (c) the deformation is expansive, while from (c) to (d) it is just

auxetic.

differential geometry [26]. In the case at hand, we have more than a suggestive analogy, given that the three-
dimensional space Sym(2) of symmetric 2 × 2 matrices has a natural Lorentzian quadratic form or, in other
words, Minkowski metric.

Another useful perspective on auxetic behavior results from a comparison with the stronger notion of expan-
sive behavior, which requires that all distances between pairs of vertices increase or stay the same. The region
in the parameter space where expansive deformations are possible is more restrictive. At the infinitesimal level
(linear approximation), we find, in our case, the contrast between a (quadratic Lorentzian) cone of infinitesimal
auxetic deformations, which contains a polyhedral cone of expansive infinitesimal deformations. The extremal
rays of this polyhedral cone are very precisely and intuitively described by the possible refinements of the
framework to periodic pseudo-triangulations [22, 27].

When we follow the standard deployment trajectory, which unfolds from a tiling configuration to a maximal
(unit cell) area configuration, it will be observed that the initial framework lies precisely at the transition point
from the expansive part of the trajectory to the still auxetic and area-increasing, but technically non-expansive
part of the trajectory, when some pairs of vertices get closer. Figure 3 illustrates these stages. Between the folded

(tiling) state and the fully deployed state, the area of the unit cell increases by a factor of (6 + 4
√

2) ≈ 11.7.
After the planar investigation, we glance through higher-dimensional versions, with emphasis on the three-

dimensional analogous framework, which is related to the crystal structure of Prussian blue [28].
The resulting sequence of sections is as follows: 2. Determination of the configuration space; 3. The Gram

map on the main locus; 4. Auxetics and Lorentzian geometry; 5. Expansiveness and pseudo-triangulations; 6.
Auxetic deployment: from tiling to maximal area; 7. A glimpse into higher dimensions; 8. Conclusion.

2. Determination of the configuration space

The configuration space of the initial framework is made of all the planar placements of the abstract periodic
graph, which preserve the edge length of the squares and their connections, up to equivalence under Euclidean
isometries. It can be found by elementary geometrical considerations. We use Figure 4 to describe our setting.

Equivalence under Euclidean isometries can be used to fix a chosen oriented square with center at the origin
and vertex ordering 1,2,3,4 as follows: (−1/2, 1/2), (−1/2, −1/2), (1/2, −1/2), (1/2, 1/2). In Figure 4, this
is the yellow (light) colored square. The oriented angle at the first vertex from the edge to the fourth vertex and
the connection bar to the first purple (dark) colored square is to be denoted by a. This angle is marked in blue
(dark) color. Similarly, we have, in order, b, c, and d at the remaining vertices.

The angle expressing the rotation of the purple squares relative to the yellow squares will be denoted by
ρ. When translated to a common center, angle ρ is the rotation angle that would bring a purple square over a
yellow square (with vertex matching dictated by connections).

Angles are considered modulo 2π , i.e. a, b, c, d, ρ ∈ R/2πZ ≈ S1. All bars between squares are of length
two, i.e. double the length of a square edge.
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Figure 4. Three marked angles used for the determination of possible configurations: (a) the central square and three of its

connections; (b) a close-up with angles a and b; (c) angle ρ. [AQ: 3]

In Figure 4, the positions of the first (top) and second purple squares are determined by the given parameters
a, b, ρ. The two circles are related to the following constraints. In the third purple square, the vertex connected
to (1/2, −1/2) must be on a circle of radius two with that center; hence, the next vertex (counterclockwise)
must be on the translated circle shown in red. By periodicity, this vertex, translated to the fourth purple square
(not shown) would connect to (1/2, 1/2), hence it belongs to the green circle, which is a circle of radius two,
centered at the translate of (1/2, 1/2) by the marked period.

In general, the two circles intersect in two points and the figure shows the placement of the third purple
square corresponding to one intersection. This solution is exactly the case when the connecting bar is parallel
to the first connecting bar and c = a at (1/2, −1/2). This leads to d = b and a full central symmetry with
respect to the origin. The other solution is distinguished by the fact that the third connecting bar is parallel to
the second connecting bar and forms an angle of c = b − π/2 at (1/2, −1/2). Then the fourth connecting bar
must be parallel to the first connecting bar, with an angle of d = a + π/2 at (1/2, 1/2).

Using the parameters (a, b, c, d, ρ), we can find the coordinates of various elements related to Figure 4. For
instance, the center of the first purple square (connected to vertex (−1/2, 1/2)) is at

C1 =
(

−
1

2
+ 2 cos a,

1

2
+ 2 sin a

)

−
1

2
(sin ρ − cos ρ, sin ρ + cos ρ) (1)

and the center of the purple square connected to (−1/2, −1/2) is at

C2 =
(

−
1

2
− 2 sin b, −

1

2
+ 2 cos b

)

+
1

2
(sin ρ + cos ρ, − sin ρ + cos ρ) (2)

The center of the fourth purple square would be at

C4 =
(

1

2
+ 2 sin d,

1

2
− 2 cos d

)

−
1

2
(sin ρ + cos ρ, − sin ρ + cos ρ) (3)

resulting in the following expressions for the two generators of the periodicity lattice:

λ1 = C2 − C1 = (sin ρ − 2 cos a − 2 sin b, −1 + cos ρ − 2 sin a + 2 cos b) (4)

λ2 = C4 − C1 = (1 − cos ρ − 2 cos a + 2 sin d, sin ρ − 2 sin a − 2 cos d). (5)

This preliminary inquiry shows that, for a description of the configuration space of the initial framework,
we should allow at first the full range S1 of the angle parameters and eliminate afterwards the degeneracy locus
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Figure 5. The three types of possible configurations. Type (ii), in the middle, has central symmetry with respect to the midpoint of

the yellow square. Types (i) and (iii) are exchanged by a reflection in a diagonal of the yellow square.

where the generators of the periodicity lattice become linearly dependent. We note that configurations with
self-crossings are allowed and participate in the makeup of our result.

By exploiting the parallelisms noticed previously, we obtain a natural compactification of the configuration
space as a union of three tori of dimension three, corresponding to the following three types of configuration:

(i) The first two connecting bars are parallel and the last two connecting bars are parallel, with conditions

b = a −
π

2
and d = c −

π

2
(6)

(ii) The first and third connecting bars are parallel and the second and fourth connecting bars are parallel
(with central symmetry at the origin), with conditions

c = a and d = b (7)

(iii) The first and fourth connecting bars are parallel and the second and third connecting bars are parallel,
with conditions

b = c +
π

2
and d = a +

π

2
(8)

Remark. The three tori (S1)3 ⊂ (S1)5 corresponding to these types do intersect in pairs (along two tori) but do
not have a common intersection.

(i) ∩ (ii) : b = d = a −
π

2
, c = a (9)

(ii) ∩ (iii) : b = d = a +
π

2
, c = a (10)

(iii) ∩ (i) : b = a +
3π

2
, c = a + π , d = a +

π

2
(11)

Examples of configurations belonging to each type are shown in Figure 5.

2.1. Action of the dihedral group D8

The dihedral group of order eight D8 is the symmetry group of a square and has a natural action on the con-
figuration space and its compactification, as described previously. It is enough to indicate the action on the
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parameters (a, b, c, d, ρ) of the two involutions s1 and s2, corresponding to reflection on the vertical axis and
reflection in the diagonal through vertex one. We find:

s1(a, b, c, d, ρ) =
(

3π

2
− d,

3π

2
− c,

3π

2
− b,

3π

2
− a, −ρ

)

(12)

s2(a, b, c, d, ρ) =
(

3π

2
− a,

3π

2
− d,

3π

2
− c,

3π

2
− b, −ρ

)

(13)

Since s2 exchanges types (i) and (iii), it suffices to examine types (ii) and (iii). We pursue type (ii) and
call the torus (S1)3 parametrized by (a, b, ρ) ∈ R/2πZ ≈ S1 the main locus, with the initial configuration at
(a, b, ρ) = (π/2, π/2, −π/2). Similar considerations apply to type (iii).

The main locus is invariant under the action of D8, with central symmetry inducing the identity. Thus, the
effective action is that of a Klein group with four elements. Abstractly, the stabilizer subgroup of type (iii) is
also a Klein group with four elements.

3. The Gram map on the main locus

The main locus was defined as the three-dimensional torus compactification of configurations of type (ii), that
is, the locus cut out by equation (7), making c = a and d = b, in the five-dimensional torus (S1)5 parametrized
by (a, b, c, d, ρ). We use parameters (a, b, ρ) for this locus.

3.1. Basic formulas

3.1.1. Periods. Since d = b, equations (4) and (5) give

λ1(a, b, ρ) = (sin ρ − 2 cos a − 2 sin b, −1 + cos ρ − 2 sin a + 2 cos b) (14)

λ2(a, b, ρ) = ( 1 − cos ρ − 2 cos a + 2 sin b, sin ρ − 2 sin a − 2 cos b) (15)

3.1.2. Gram matrix entries. The Gram matrix G(λ1, λ2) associated to these two generators of the periodicity lattice
is a 2 × 2 symmetric matrix with the following entries:

λ11(a, b, ρ) = ⟨λ1, λ1⟩
= 10 − 2 cos ρ − 8 sin (a − b) + 4[(sin a − cos b) − (sin (a + ρ) − cos (b + ρ))] (16)

λ12(a, b, ρ) = λ21(a, b, ρ)

= ⟨λ1, λ2⟩ = 2 sin ρ[(sin b + cos b) − (sin a + cos a)] + 2(1 − cos ρ)[(sin a − cos a) − (sin b − cos b)]
(17)

λ22(a, b, ρ) = ⟨λ2, λ2⟩
= 10 − 2 cos ρ + 8 sin (a − b) + 4[(sin b − cos a) − (sin (b + ρ) − cos (a + ρ))] (18)

3.1.3. Oriented unit cell area. The parallelogram with vector edges λ1 and λ2 is a fundamental domain (unit cell)
for the action of the periodicity lattice. From equations (14) and (15), we find

A(a, b, ρ) = 8 cos (a − b)−2 sin ρ (sin a+sin b+cos a+cos b)+ (2−2 cos ρ)(1+sin a+sin b−cos a−cos b).
(19)
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3.2. Critical points of the area function

The critical points of A : (S1)3 → R are given by the vanishing of the gradient

▽A(a, b, ρ) =
(

∂A

∂a
,
∂A

∂b
,
∂A

∂ρ

)

= 0

∂A

∂a
= 8 sin (b − a) − 2 sin ρ (cos a − sin a) + (2 − 2 cos ρ)(cos a + sin a)

∂A

∂b
= −8 sin (b − a) − 2 sin ρ (cos b − sin b) + (2 − 2 cos ρ)(cos b + sin b)

∂A

∂ρ
= −2 cos ρ (cos a + sin a + cos b + sin b) + 2 sin ρ (1 + sin a − cos a + sin b − cos b) (20)

The system (equation (20)) leads to:

1

2

(

∂A

∂a
+

∂A

∂b
−

∂A

∂ρ

)

= − sin ρ + (cos a + sin a + cos b + sin b) = 0 (21)

1

2
·
∂A

∂ρ
= sin ρ (1 − cos ρ + sin a − cos a + sin b − cos b) = 0 (22)

We find the following solutions:

ρ = 0 and a − b = 0 mod (2π) (23)

ρ = 0 and a − b = π mod (2π) (24)

ρ = π and a =
π

4
±

π

2
, b =

π

4
±

π

2
mod (2π) (25)

The maximum is reached for (a, b, ρ) = (3π/4, 3π/4, π), with

A(3π/4, 3π/4, π) = 8 + 4(1 + 2
√

2) = 12 + 8
√

2 (26)

and the minimum is obtained at all points of the one-torus (equation (24)), with

A(a, a − π , 0) = −8 (27)

The tiling configuration (0, 0, π/2) has a (unit cell) area A(0, 0, π/2) = 2, hence from tiling to maximal

deployment the area increases (6 + 4
√

2) ≈ 11.7 times.
There is no critical point on the area vanishing locus A = 0; hence, this locus is a smooth surface. It has two

connected components, as shown in Figure 6. The complement (S1)3 \ {A = 0} has two connected components,
corresponding to A > 0 and A < 0.

3.2.1. Three involutions. As already noted, restricting the action of the dihedral group D8 to the main locus yields
an effective action of a Klein group. Involutions are labeled:

ι1(a, b, ρ) = (b, a, ρ)

ι2(a, b, ρ) = (−(a + π/2), −(b + π/2), −ρ)

ι3(a, b, ρ) = (−(b + π/2), −(a + π/2), −ρ)

The three involutions commute with one another and generate a group with four elements K = {id, ι1, ι2, ι3}.
We have

ι1λ1(a, b, ρ) = λ1(ι1(a, b, ρ)) = λ1(b, a, ρ) = −λ2(a, b, ρ)⊥ (28)

where (u, v)⊥ = (−v, u) is the rotation with π/2.
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Figure 6. Schematic action of involutions on the partition of (S1)3 determined by the vanishing Jacobian determinant locus. Yellow

hue for A > 0 and blue for A < 0.

The involution ι1 acts on Gram matrices by

ι1(G) =
(

λ22 −λ12

−λ12 λ11

)

(29)

Similar computations for ι2 and ι3 = ι1 ◦ ι2 show that

ι2(G) =
(

λ22 λ12

λ12 λ11

)

(30)

ι3(G) =
(

λ11 −λ12

−λ12 λ22

)

(31)

Note that all three involutions keep the oriented area function unchanged and take each connected component
of the configuration space (S1)3 \ {A = 0} to itself. The involutions ι1 and ι2 exchange the two connected
components of the vanishing area locus. The point of maximal deployment (3π/4, 3π/4, π) is invariant.

3.3. The Gram map

We consider G : (S1)3 → Sym(2) as a map (a, b, ρ) .→ G(a, b, ρ) from three variables a, b, ρ (mod 2π) to three
variables λ11, λ12, λ22, which give the entries of the symmetric matrix G(a, b, ρ). The differential of this map is
singular when the Jacobian determinant vanishes and this occurs on the locus

det(dG(a, b, ρ)) = A(a, b, ρ) sin (a − b) sin ρ = 0 (32)

As a result of the two other factors, each of the two connected components of the configuration space
(S1)3 \ {A = 0} is subdivided into four open regions where G is locally invertible. The map G is equivariant
with respect to the action of the Klein group K described, that is:

G(ιk(a, b, ρ)) = ιk(G(a, b, ρ)), k = 1, 2, 3 (33)

Moreover, K takes to itself each of the following loci: A = 0, a − b = 0 mod 2π , a − b = π mod 2π , ρ = 0
mod 2π , and ρ = π mod 2π .

For visual purposes, we may favor new coordinates x = a − b, y = b, z = ρ on (S1)3. Then we obtain Figure
6 for the partition determined by the vanishing Jacobian determinant locus (32) in (S1)3:

(

x
y
z

)

=

(

1 −1 0
0 1 0
0 0 1

)(

a
b
ρ

)

(34)

The degeneracy (vanishing area) locus is shown in brown and separates (borders) the two connected com-
ponents of the configuration space. The faces z = 0, 2π and x = ±π of the represented unit cell are also in



Borcea and Streinu 9

the vanishing Jacobian determinant locus. Topologically, the complement of this locus in (S1)3 is made of eight
disjoint open solid rings.

The involution ι1(x, y, z) = (−x, x + y, z) pairs the four rings “above" the green 2-torus (z = π) and likewise
the four rings “below." If we represent schematically the eight open solid rings in the complement of the van-
ishing Jacobian determinant locus, as in Figure 6, we see that symmetry under the action of the Klein group K
reduces the study of G to just two representative solid rings and their boundaries.

The region marked A stands for the connected component bounded by ρ = 0 mod 2π , a − b = 0
mod (2π), ρ = π mod (2π), and a piece belonging to one connected component of A = 0.

The region marked B is separated from A by the common boundary contained in A = 0 (with A > 0 in A
and A < 0 in B), with the remaining of its boundary contained in ρ = π mod (2π), a − b = π mod (2π),
and ρ = 0 mod (2π).

3.4. The Gram map on the vanishing Jacobian locus

The vanishing Jacobian locus (equation (32)) consists of several surfaces where the differential of the Gram
map has rank less than three. Following G on these surfaces will disclose the global topological behavior of the
Gram map and lead to a fairly detailed understanding of its image.

The 2-torus z = ρ = 2π ≡ 0 (corresponding to the identified “top" and “bottom" faces of the unit cell
shown in Figure 6) gives Gram matrices with

λ11(a, b, 0) = 8(1 − sin (a − b)), λ12 = 0, λ22(a, b, 0) = 8(1 + sin (a − b))

hence the Gram map image for ρ = 0 is the segment with λ11, λ22 ≥ 0 of the line

λ11 + λ22 = 16, λ12 = 0. (35)

with endpoints at
(

16 0
0 0

)

and

(

0 0
0 16

)

.

The blue 2-torus a = b (mod 2π), in the positive area connected component of (S1)3 \ {A = 0}, is point-
invariant under the involution ι1 and maps by G to a segment in R+ · I2. We have λ11 = λ22, λ12 = 0, with

λ11(a, a, ρ) = 10 − 2 cos ρ + 4[(sin a − cos a) − (sin (a + ρ) − cos (a + ρ))]

In particular

λ11(a, a, 0) = 8

and

λ11(a, a, π) = 12 + 8(sin a − cos a).

The resulting image G(a, a, ρ) is the segment
[

12 − 8
√

2, 12 + 8
√

2
]

· I2. (36)

In the negative area connected component, the 2-torus a−b = π (mod 2π) (corresponding to the identified
“left" and “right" faces of the unit cell shown in Figure 6) maps to matrices G(a, a + π , ρ) with trace and
determinant depending only on cos ρ:

λ11 + λ22 = Tr G(a, a + π , ρ) = 4(5 − cos ρ) (37)

A(a, a + π , ρ) = −2(3 + cos ρ), det(G) = A2 (38)

Elimination of ρ leads to the equation in Gram coordinates of the quadric containing this image:

(λ11 − λ22)2 + 22λ2
12 − 26(λ11 + λ22) + 210 = 0. (39)
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Figure 7. G(a, b, π ), 0 ≤ a − b ≤ π , and the “red cap" surface G(a, a + π , ρ).

Figure 8. Two views of the locus G(a, b, π ), a, b ∈ [0, 2π ], with emphatic Klein group symmetry: from the side of the origin and then

from the other side.

The image locus G(a, a + π , ρ) appears in Figure 7 as a cap on the paraboloid of revolution (equation (39))
with axis R · I2. This axis is intersected for ρ = 0 at 8I2 and the line (equation (35)) is tangent to the paraboloid
at this same point 8I2. The image remains bounded by the plane λ11 + λ22 = 24.

The more intriguing green surface in Figure 7 is the image G(a, b, π), for 0 ≤ a − b ≤ π . For the full
range, −π ≤ a − b ≤ π , one has to imagine the union with G(ι1(a, b, π)) = G(b, a, π), which is obtained by
rotation with π around the axis R · I2. Renditions with manifest K symmetry are given in Figure 8. As before,
the algebraic equation of the surface containing this union locus can be obtained by an elimination process.

The outcome is a sextic surface in Gram coordinates λ11, λ12, λ22. Using the polynomials s = λ11 + λ22,
p = λ11λ22, and q = λ2

12, which are invariant under the action of the Klein group, the sextic takes the following
form:

(

16384q − 16384p + 4096p2 + 10240pq + 2048q2 − 64pq2 + 64q3
)

+
(

16384p − 1024pq)s + (4096 − 5632p − 3072q + 32pq − 16q2
)

s2

+ (−4096 + 256p + 256q) s3 + (1152 − 4p − 4q) s4 − 64s5 + s6 = 0 (40)

The coefficients have simple expressions in powers of two: 16, 384 = 214, 4096 = 212, 10, 240 = 213 + 211,
2048 = 211, 64 = 26, 1024 = 210, 5632 = 212 + 210 + 29, 3072 = 211 + 210, 256 = 28, 1152 = 210 + 27.
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For a more detailed understanding of this sextic surface, it is useful to note the presence of five concurrent
singular lines: the conspicuous axis R · I2 and another four lines through 4I2:

λ11 = 4, 2λ12 = λ11 − λ22 (41)

λ11 = 4, 2λ12 = λ22 − λ11 (42)

λ22 = 4, 2λ12 = λ11 − λ22 (43)

λ22 = 4, 2λ12 = λ22 − λ11 (44)

These lines support the following image segments:

G

(

3π

2
, b, π

)

, G(a, 0, π), G

(

a,
3π

2
, π

)

, G(0, b, π). (45)

The hyperbola
λ11 = λ22, λ11λ22 − λ2

12 = 16 (46)

is also singular on the sextic surface.
Last but not least, we take note of the image of the degeneracy locus given by the vanishing of the area

function (equation (19)). Since det(G) = A2, this locus is contained in the quadratic cone

λ11λ22 − λ2
12 = 0 (47)

The entire image G((S1)3) is a compact subset in the positive semidefinite cone of Sym(2), with the latter
cone bounded by half of equation (47). We’ll see in Section 4 that auxetic trajectories can be defined and
conveniently explored in terms of the Lorentzian geometry of Sym(2), with equation (47) as the light cone.

3.5. Image and bounding planes

On account of the previous developments, we can proceed with a more detailed description of the image G((S1)3)
and its boundary. The center of attention is the algebraic surface of degree six given by equation (40).

3.5.1. The contact curve. We determine first the contact curve given by degenerate configurations contained in
the intersection of the sextic surface (equation (40)) with the cone (equation (47)). More precisely, we find the
Gram image of the two loops in the 2-torus ρ = π where the area vanishes. Elimination of a and b in the system
of equations (16) to (18) and A = 0, written for ρ = π , leads to a rather simple cubic companion for the cone’s
equation, namely

s3 − 25s2 + 26s − 22sq + 27q = 0, (48)

where s = λ11 + λ22, q = λ2
12. This allows a direct recognition of the contact curve as part of the real space

sextic defined by the intersection of equations (48) and (47). The two connected components are exchanged by
ι1, as can be seen in Figure 9.

Remark. To relate, visually and topologically, the domain and the image of the Gram map, the following
observations on crossing and brushing may be useful. In the domain (S1)3, a general crossing of one or the
other connected component of the surface A = 0 corresponds via G to brushing, i.e. touching tangentially
the “light cone" det(G) = 0, while remaining inside. Similarly, a general crossing of the 2-torus a − b = π
(mod 2π) in (S1)3 corresponds to brushing the “cap" surface G(a, a + π , ρ).

Accordingly, one expects the contact curve to be along a tangency locus between the sextic surface support-
ing G(a, b, π) and the light cone. This is confirmed algebraically by the fact that, for det(G) = p − q = 0,
making p = q in the sextic polynomial (equation (40)) yields precisely the square of the cubic polynomial
(equation (48)).

The paraboloid (equation (39)) also intersects tangentially the light cone (equation (47)) along a (double)
circle in the plane Tr(G) = λ11 + λ22 = 25, but this intersection is beyond the cap surface G(a, a + π , ρ).
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Figure 9. The contact curve between the light cone and the Gram image supported in the sextic surface is marked in red. Part of

the sextic is rendered as only a mesh outline. The four segments are given in equation (45).

3.5.2. A convex encasement of the image. The position of G((S1)3) in the positive semidefinite cone of Sym(2) can
be delineated more sharply by exploiting the projective geometry of the sextic surface (equation (40)). When we
look at the sextic curve at infinity corresponding to our affine equation, that is, when we retain the homogeneous
part of total degree six in λ11, λ12, λ22 of equation (40), we find that the corresponding curve at infinity, written
in homogeneous coordinates (λ11 : λ12 : λ22) ∈ P2, decomposes into two double lines and a conic, namely

(λ11 + 2λ12 + λ22)2(λ11 − 2λ12 + λ22)2
[

(λ11 − λ22)2 + 4λ2
12

]

= 0 (49)

For our affine sextic surface, this information at infinity signals the privileged role of projective planes
passing through the double lines in equation (49) and a particular significance for the projection with direction
(1 : 0 : −1), given by the point of intersection of the two lines. Moreover, we may observe that the only real
point of the quadratic factor in equation (49) is (1 : 0 : 1), which is the point at infinity of the axis R · I2. The
precise outcome is the following.

Theorem 1. Let λ11, λ12, λ22 be coordinates for Sym(2). Each of the four affine planes

λ11 + 2λ12 + λ22 = 24 + 16
√

2 (50)

λ11 − 2λ12 + λ22 = 24 + 16
√

2 (51)

λ11 + 2λ12 + λ22 = 24 − 16
√

2 (52)

λ11 − 2λ12 + λ22 = 24 − 16
√

2 (53)

meets the sextic surface (equation (40)) tangentially along an ellipse. The entire image G((S1)3) is on the side
of 4I2 for the respective closed half-spaces. The intersection of the positive semidefinite cone in Sym(2) with
these four half-spaces provides a compact convex encasement of G((S1)3).

We leave out the straightforward computational verifications in favor of some additional remarks. The planes
described by equations (50) to (53) will be called bounding planes.

The configuration part of the sextic surface is shown in Figure 10 as seen “from the point at infinity” (1 : 0 :
−1), that is, along the vector direction

(

1 0
0 −1

)

,

shared by the four bounding planes. Projecting on the plane λ11 = λ22, yields the nearby planar rendition, which
includes the image of the contact curve.

The vertices of the rhombus are (12 ± 8
√

2)I2 and
(

12 ±8
√

2

±8
√

2 12

)

,



Borcea and Streinu 13

Figure 10. A particular perspective on the locus G(a, b, π ), a, b ∈ [0, 2π ], which takes advantage of the two pairs of planes passing

through the double lines of the projective sextic surface at infinity. Planar projection on λ11 = λ22 includes projection of the contact

curve.

that is, the endpoints of the axis segment (equation (36)) and the endpoints of the hyperbola arc supported by
equation (46).

On each bounding plane, there are four points related to the singularity curves of the sextic surface mentioned
in equations (41) to (46). For instance, the plane of equation (50) passes through the maximal area point, one
endpoint of the hyperbola arc and two endpoints of segments supported by the lines of equations (42) and (43),
which belong to the contact curve as well. The latter points are

(

4 4 + 4
√

2

4 + 4
√

2 12 + 8
√

2

)

,

(

12 + 8
√

2 4 + 4
√

2

4 + 4
√

2 4

)

. (54)

These two points have the same projection on λ11 = λ22, namely

(

8 + 4
√

2 4 + 4
√

2

4 + 4
√

2 8 + 4
√

2

)

(55)

which accounts for one of the tangency points perceptible in Figure 10 between the projection of the contact
curve and the projection of the bounding planes.

3.5.3. Another involution on the sextic surface. In view of the paramount role of the sextic surface (equation (40))
for understanding the range of the Gram map, we point out the existence of another involution, perhaps less
noticeable visually, but natural in the context of projective geometry.

If we run a generic line through the singular point 4I2, the restriction of the sextic will have a zero of
multiplicity four at this point and one can define an involution on a dense open subset of the sextic surface
by exchanging the two remaining roots. Equivalently, projection from 4I2 on the projective plane at infinity
represents the surface as a branched double covering of P2 and the involution exchanges the two sheets of this
covering.

In particular, this additional symmetry explains the resemblance between the region around the “lower end”
of the axis segment and the region around the “upper end.”

4. Auxetics and Lorentzian geometry

The notion of auxetic behavior emerged in materials science and refers to structural deformations exhibiting
lateral widening on directional stretching [29–32]. A purely geometric approach for periodic frameworks was
introduced in [23], leading to a general mathematical solution of the structure and design problem [24]. For
the periodic framework of interest in this paper, a strictly mathematical treatment is both a necessity and an
advantage.

With the background material on the Gram map covered previously, it will be readily apparent that geometric
auxetics for our framework amount to Lorentzian geometry in Sym(2). This is due to the already noticed fact that
the positive semidefinite cone in Sym(2) is bounded by the light cone det(G) = 0. The quadratic form det(G) =
λ11λ22 − λ2

12 has signature (1, 2) and Lorentzian geometry is special relativity (i.e. flat pseudo-Riemannian
geometry) for the three-dimensional “space–time” Sym(2) endowed with this quadratic form.

The key notion of geometric auxetics, in arbitrary dimension [23], is the following.



14 Mathematics and Mechanics of Solids 00(0)

Definition 1. A differentiable one-parameter deformation of a periodic framework is auxetic when the associated
curve given by the Gram map (for periodicity generators) has all its velocity vectors in the positive semidefinite
cone.

Thus, for two-dimensional periodic frameworks, an auxetic deformation path corresponds through the Gram
map with a causal line in Sym(2) and this is the criterion used in the present work.

Theorem 2. Any framework configuration where the differential of the Gram map has maximal rank three allows
local auxetic deformations.

This follows directly from Definition 1 and our description of the configuration space in Section 2. On the
main locus, we have maximal rank on the complement of the vanishing Jacobian locus. For any configuration
(a, b, ρ) in this complement, the choice of a local causal trajectory through G(a, b, ρ) provides, by the existence
of a local inverse of G, an auxetic deformation path in a neighborhood of (a, b, ρ) in the configuration space.

Remark. If we consider the Gram map as the direct kinematics of a periodic framework, the design of auxetic
deformations appears as an exercise in inverse kinematics. The simplest causal trajectories in Sym(2) are seg-
ments along lines with direction vector inside the light cone. In our setting, a conspicuous instance is the axis
segment identified in equation (36). This is the source of the auxetic deformation called the standard deployment
and examined more closely in Section 6.

5. Expansiveness and pseudo-triangulations

The previous section has shown that the three degrees of freedom of our periodic framework and a generically
immersive Gram map bring about a profusion of possibilities for auxetic one-parameter deformations. Selecting
a particular trajectory requires some form of control or additional constraints for reduction to a single degree of
freedom.

We discuss this concern in connection with the notion of expansive behavior, which implies auxetic behav-
ior. The stronger condition of expansiveness for a one-parameter deformation of a periodic framework requires
that all distances between pairs of vertices increase or stay the same. In dimension two, the essence of expansive
behavior is captured in the concept of periodic pseudo-triangulation [22, 27].

Definition 2. A pseudo-triangle is a simple planar polygon with exactly three interior angles smaller than π .

Definition 3. A planar periodic pseudo-triangulation is a non-crossing periodic framework, which is pointed at
every vertex (i.e. all edges adjacent to a vertex are on one side of some line through that vertex) and tiles the
plane with pseudo-triangles.

In Figure 11, we show that certain configurations in the main locus can be refined to periodic pseudo-
triangulations. The squares are represented as triangulated by a diagonal in order to operate in terms of bar-and-
joint frameworks. Up to periodicity, there are two octagonal faces. When, a refinement to a pseudo-triangulation
exists, there are actually four of them, as illustrated. These refinements correspond with the extremal rays of
the cone of expansive infinitesimal deformations of the given configuration. A refinement needs two additional
edge orbits, which eliminate two degrees of freedom.

Remark. The convex hull of a pseudo-triangle is a triangle. The basic theory of periodic pseudo-triangulations
is presented in [22], including the fact that they have one degree of freedom and deform expansively as long as
they remain periodic pseudo-triangulations (and parametrization is in the sense of increased distances).
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Figure 11. Refinements to pseudo-triangulations.

6. Auxetic deployment: from tiling to maximal area

We can examine now a quite remarkable one-parameter path in the deformation space of our framework: the
standard deployment and refolding. With a ∈ [0, 3π/2] as parameter, we have:

tiling configuration: (0, 0, π/2),

deployment trajectory:
(

a, a,
π

2
− 2a

)

, a ∈ [0, 3π/4],

maximal area configuration: (3π/4, 3π/4, π),

folding trajectory:
(

a, a,
π

2
− 2a

)

, a ∈ [3π/4, 3π/2],

new tiling configuration: (3π/2, 3π/2, −π/2).

There is no self-intersection in the open interval (0, 3π/2). The Gram image G(a, a, π/2 − 2a) covers the

axis segment [2, 12 + 8
√

2]I2, once in deployment, for a ∈ [0, 3π/4] and once again in refolding, for a ∈
[3π/4, 3π/2].

For a ∈ (0, π/2), the deployment is expansive, since faces allow refinements to periodic pseudo-
triangulations and, infinitesimally, the deformation is in the expansive cone. However, beyond a = π/2, the
deployment is just auxetic, with the unit cell area continuing to increase toward the maximum, but with certain
pairs of vertices getting closer in the process.

Configurations for a = 0, π/4, π/2, and 3π/4 are shown in Figure 3. The deformation path is fixed by ι1,
while transforming by ι2 and ι3 amounts to running in reverse. The configuration of full deployment has highest
crystallographic symmetry, including an enhanced periodicity allowing the translation of yellow squares over
purple squares [33].

7. A glimpse into higher dimensions

A natural analog for the high symmetry configuration can be imagined in arbitrary dimension d. It is obtained
by considering a periodic body-and-bar structure with two orbits of bodies represented by congruent regular
cross-polytopes and 2d bars connecting a body in one orbit to as many bodies in the other orbit.

In dimension three, the cross-polytopes are regular octahedra with connections as shown in Figure 12. This
type of periodic framework structure is found in crystalline materials related to Prussian blue, which have been
studied for various properties dependent on framework flexibility [28, 34].

In higher dimensions, there are considerably more degrees of freedom for deformations than in the planar
case and the proposed analogy will have inevitable limitations. For instance, there are nine degrees of freedom in
dimension three [25] and regular cross-polytopes cannot produce a periodic tiling of Rd for d ≥ 3. Nevertheless,
when connecting bars are twice the edge length of the cross-polytopes, there are folding scenarios akin to the
planar case.
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Figure 12. Left: fragment of a three-dimensional periodic framework akin to the deployed two-dimensional structure. Right: close-up

for folding, with emphasis on two connecting bars and their endpoints.

We elaborate on the three-dimensional case and describe configurations via a yellow octahedron (centered at
the origin) and the six purple octahedra connected to it. Folded configurations are imagined with connecting bars
going along one edge of each pair, as shown on the right in Figure 12. This marks a Hamiltonian cycle on the 1-
skeleton of the yellow octahedron. Periodicity can be satisfied by choosing the cycle to be centrally symmetric.
Deployment can avoid self-intersection by keeping each connecting bar in the plane through the origin and
its marked edge. The center of the attached purple octahedron remains in this plane, gradually stretching out
toward alignment.

Remark. In dimension d, a centrally symmetric Hamiltonian cycle on the 1-skeleton of the cross-polytope with
vertices at ±ei, i = 1, . . . , d, is given by

e1 → e2 → · · · → ed → −e1 → −e2 → · · · → −ed → e1.

8. Conclusion

We have considered a planar periodic framework with a rather well known structural pattern. The framework has
remarkable deformation and deployment properties, which can be studied with complete geometrical rigor. Our
investigation has emphasized the importance of the Gram map, which records the variation of the periodicity
lattice on deformation. It may be observed that recourse to algebraic geometry is both natural and instrumental
in this context.

Heuristically, the Gram map serves as a periodic version of the end-effector map in classical robotics. Thus,
developments presented in Section 3 are a form of workspace determination and fundamentals for inverse
kinematics.

Of particular relevance is the geometric treatment of auxetic behavior, which avoids reliance on the notion
of Poisson’s ratio. In the presence of several degrees of freedom, the distinction of auxetic from non-auxetic
deformations is more subtle. The present case of three degrees of freedom is illuminated and resolved through
Lorentzian geometry in dimension three.

The level of explicitness and precision attainable through our approach is enhanced by the presence of
symmetry and the fact that all implicated framework configurations allow ruler and compass constructions.
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